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ABSTRACT

The shear wave (S-wave) velocity is a critical rock elastic parameter in shale reservoirs, especially for
evaluating shale fracability. To effectively supplement S-wave velocity under the condition of no actual
measurement data, this paper proposes a physically-data driven method for the S-wave velocity pre-
diction in shale reservoirs based on the class activation mapping (CAM) technique combined with a
physically constrained two-dimensional Convolutional Neural Network (2D-CNN). High-sensitivity log
curves related to S-wave velocity are selected as the basis from the data sensitivity analysis. Then, we
establish a petrophysical model of complex multi-mineral components based on the petrophysical
properties of porous medium and the Biot-Gassmann equation. This model can help reduce the
dispersion effect and constrain the 2D-CNN. In deep learning, the 2D-CNN model is optimized using the
Adam, and the class activation maps (CAMs) are obtained by replacing the fully connected layer with the
global average pooling (GAP) layer, resulting in explainable results. The model is then applied to wells A,
B1, and B2 in the southern Songliao Basin, China and compared with the unconstrained model and the
petrophysical model. The results show higher prediction accuracy and generalization ability, as evi-
denced by correlation coefficients and relative errors of 0.98 and 2.14%, 0.97 and 2.35%, 0.96 and 2.89% in
the three test wells, respectively. Finally, we present the defined C-factor as a means of evaluating the
extent of concern regarding CAMs in regression problems. When the results of the petrophysical model
are added to the 2D feature maps, the C-factor values are significantly increased, indicating that the focus
of 2D-CNN can be significantly enhanced by incorporating the petrophysical model, thereby imposing
physical constraints on the 2D-CNN. In addition, we establish the SHAP model, and the results of the
petrophysical model have the highest average SHAP values across the three test wells. This helps to assist
in proving the importance of constraints.
© 2025 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

et al., 2024). However, the actual logging data frequently lacks S-
wave velocity data, making its prediction crucial for practical

Fracability evaluation is an important basis for the efficient
development of shale reservoirs (Li et al., 2020, 2022; Yang et al.,
2021; Jiang et al., 2023). It is often determined using parameters
such as Poisson's ratio, Young's modulus, and bulk modulus, and
the key lies in the ability to obtain accurate S-wave velocity data.
Meanwhile, the S-wave velocity also plays an important role in
prestack seismic inversion and amplitude versus offset (AVO)
analysis (Zhang et al., 2020; Yasin et al., 2021; Huang et al., 2023; Xu
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purposes.

Currently, the prediction of S-wave velocity is mainly based on
empirical formulas and petrophysical models. The empirical for-
mulas usually use the P-wave velocity to establish a simple rela-
tionship equation. In recent years, many scholars have used
conventional logging or core data to optimize or develop empirical
models of various forms (Sohail and Hawkes, 2020; Yu et al., 2020;
Zhang et al., 2020). Pickett (1963) proposed an empirical formula
for S-wave velocity applicable to limestone based on a large
collection of logging data; Han et al. (1986) analyzed the effect of
clay content and porosity, and then they developed a linear
regression model for S-wave velocity in sandstone under different
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pressure conditions; Castagna et al. (1985) obtained an empirical
formula for the relationship between different lithologies and S-
wave velocity by analyzing experimental data; Vernik et al. (2018)
analyzed the effect of total organic carbon (TOC) and then improved
on the Greenberg-Castagna (GC) method, with prediction accuracy
better than 3% error in all nine wells. The modeling process of the
empirical formula method is relatively simple. The method is
applicable to reservoirs with a single mineral component, requires
researchers to have sufficient geological experience, and the
calculation accuracy is often low. In addition, due to regional re-
strictions, the model varies greatly between different regions, and it
is difficult to promote the application of the same model (Liu, 2021;
Ye et al., 2022).

Petrophysical models describe the effect of microstructure on
the overall properties of a rock. Classical petrophysical models of S-
wave velocity give the equations an obvious physical meaning by
linking the microscopic features of rocks (e.g., porosity, pore
structure) with macroscopic features (e.g., elastic modulus).
Therefore, S-wave velocity prediction methods based on petro-
physical models have become an important option. Xu and White
(1995) analyzed the effect of the pore geometry, and based on the
Gassmann equation and the Kuster-Toks6z (KT) model, they
established the Xu-White model applicable to sandstone and
mudstone; Yin et al. (2013, 2016) proposed an elastic modulus
calculation method based on Biot theory and the Hudson model in
tight sandstone with developed fractures and pores; Liu et al.
(2022) established a S-wave velocity prediction method for tight
sandstone reservoirs, considering the coexistence of polygonal
pores and fractures. The petrophysical model has improved pre-
diction accuracy compared to the empirical formula, and its
application in conventional mud-sand stone and carbonate reser-
voirs has matured. However, due to the complexity of the mineral
components in shale reservoirs, including clay minerals (illite and
chlorite), carbonate minerals (calcite and ankerite), and quartz,
feldspar, pyrite, and organic matters. The elastic modulus of various
minerals varies greatly, which reduces the applicability of con-
ventional petrophysical models. In addition, most of the existing
models are applicable to the seismic exploration scale, and the
accuracy of petrophysical modeling using logging data is low
(Azadpour et al., 2020; Farouk et al., 2021).

In recent years, deep learning has achieved better application
results in the field of logging (Ali et al., 2021; Bai and Tan, 2021; Liu
et al.,, 2021; Y. Li et al., 2024), and the prediction of S-wave velocity
using deep learning method shows a good development trend.
Aiming at the interdependence of the upper and lower sections of
the actual formation, some scholars have applied the long short-
term memory (LSTM) to solve the problem of the difficulty in
predicting the S-wave velocity in complex reservoirs (Yang et al.,
2019; Wang et al., 2020; Zhang et al., 2020). Logging data con-
tains a large amount of formation information, but the relationship
between the information is complicated and difficult to be fully
utilized. Some scholars applied convolutional neural network
(CNN) to automatically extract the features between logging data,
and achieved better results (Zhang et al., 2022). Although CNN is
good at extracting features related to S-wave velocity from logging
data, it has limited ability to handle S-wave relationships at for-
mation depth. Time series forecasting models, such as the LSTM
and the gated recurrent unit (GRU), are effective in resolving long
short-term dependencies in sequential data, but may not be as
efficient as CNN in feature extraction. Therefore, some scholars
have considered combining CNN with time series forecasting
models (Wang and Cao, 2021; Wang et al., 2022; Zhang et al., 2022).
The hybrid model not only feature the local perception character-
istics but also has the long short-term memory function. This can
also provide a useful reference for S-wave velocity prediction. It is
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important to explore the application of high-precision deep
learning methods in S-wave velocity prediction. However, these
methods often lack the necessary transparency in the decision-
making process. The “black box” characteristic of deep learning
models may lead geophysicists to be skeptical of even high-
performance models, because it is difficult for the model to give
the appropriate decision basis for the predicted results (You et al.,
2023). This hinders the practical application of deep learning
models. Improving the explainability of deep learning methods is
not only a technical challenge, but also a key to realizing their
application in the geophysical field. In addition, the theoretical and
practical application effects of the model can be promoted simul-
taneously by integrating petrophysical knowledge and deep
learning methods. Therefore, when exploring the application of
high-precision machine learning methods, in addition to pursuing
the optimization of algorithm performance, it is equally important
to enhance the physical constraints and explainability.

Therefore, we propose a physically-data driven method for the
S-wave velocity prediction in this paper, using the shale reservoir
data in the southern Songliao Basin, China, as a case study. This
method combines the class activation mapping (CAM) technique
with physically constrained 2D-CNN. Firstly, we perform a sensi-
tivity analysis of S-wave velocity, and data with high-sensitivity are
used as the basis. Secondly, based on analyzing the mineral com-
ponents, we use the petrophysical properties of porous medium
and the Biot-Gassmann equation to establish a model with clear
physical significance. Subsequently, its results are combined with
the fundamental logging data to realize the constraints on the 2D-
CNN. Finally, we develop the CAM technique to tackle the inherent
black-box problem and propose a defined C-factor for evaluating
the level of concern. This can help to explain the model's results and
constraint behaviors, thereby improving reliability. In addition, we
built a summary plot based on SHAP, it can assist in proving the
importance of constraints.

2. Data collection and analysis
2.1. Background

Songliao Basin is a large Mesozoic-Cenozoic basin in eastern
China, located at the junction of Liaoning, Jilin, and Heilongjiang
provinces. Influenced by tectonic movements and sedimentations,
the basin has formed abundant oil and gas resources (Liu et al.,
2019; Zhang et al., 2020; Li et al., 2024). The data for this study is
from the Qing1 member of the Qingshankou Formation. The shale
in the area has proven to be well developed during exploration (Bai
et al, 2022; Wang et al,, 2023; Zhang et al., 2023). Obtaining an
accurate S-wave is followed by fracability evaluation. This is
important for mining efficiency and capacity prediction. However,
the high cost of S-wave logging (e.g., dipole acoustic logging) has
resulted in a lack of S-wave information. Therefore, it is important
to establish a stable and accurate S-wave velocity prediction model
based on limited information.

This paper selects three wells with comprehensive data as
training and testing samples. Well A spans a depth range of X288 to
X189 m with a sampling interval of 0.1 m, consisting of 9010 sets of
data. We use the section of the well depth range from X288 to X079
m, which contains 7910 sets of data, as the training set for cross-
validation, and the section from X079 to X189 m, which contains
1100 sets of data, as the test set. The distribution of logging pa-
rameters for the training set is shown in Fig. 1.

Well B1 spans a depth range of X359 to X455 m with a sampling
interval of 0.1 m, containing 960 sets of data for testing. Addition-
ally, well B2 spans a depth range of X491 to X601 m with a sampling
interval of 0.125 m, providing 880 sets of data for testing. Fig. 2



Z.-]. Li, S.-G. Deng, Y.-Z. Hong et al.

Petroleum Science 22 (2025) 3247—3265

~0q
1000 - T*K 700 ﬁ VQ* f T N
800 NS
600 v
800 x p XZ X
) & 500 o 3 600 -
@ 600 5 s
S S 400 >
g g g
(L 400 - L 300 4 R 400
200
200 200
100 4
0 T - T T T - 0 L - T - 0 - - T } /
200 250 300 350 400 450 1250 1500 1750 2000 2250 2500 2750 10 20 30 40 50
AC, ps/m Vs, m/s CNL, %
2500 2500 A
5000
2000 2000 4
4000
3 3 )
£ 1500 e 1500 e
. s 2 3000 4
g g g
1000 4 < 1000 - =
[ [ L 5000 A
500 500 1000 A
0 : | : . : 0 ! - 2 == 0-O—0—0—0—0n 0L+ . -0~ 0— 00— 0—070—0—0-0—0—0=0—0;
1.8 20 22 24 26 100 150 200 250 300 350 0 25 50 75 100 125 150
DEN, g/cm? GR, API RS, O'm
1000
7000 f*K B
6000 800 % 2000 - w
& %00 ) x 3 1500
£ = 600 =
D 4000 - 2 )
o o o
2 3000 2 400 £ 1000
2000
200 - 500 4
1000 4
0 0-10-0-0-0-0-90-0-0-0-0-0-0-0-0-0- 0 t T T T 0 T T 7 s ro-0-0-
0 100 200 300 0 10 20 30 40 50 0 2 4 6 8 10 12
RD, Q'm vel, % TOC, %

Fig. 1. Parameters distribution of the training set.

displays the distribution location of the three wells in the study
area. There are three reasons for this division. Firstly, the data from
well A is relatively abundant, and after training the model with the
data from the upper section, the data from the lower section can
verify the model's curve-completion ability. Secondly, well B1 can
verify the accuracy of the model's prediction of blind wells. Finally,
the location of well B2 is relatively far from well A, and the pre-
diction results can further reflect the model's generalization ability.
This evaluation will further determine the suitability of the model
for broader implementation in the study area.

2.2. Relationship between logging data and S-wave velocity

We establish the cross plots of acoustic (AC), compensated
neutron log (CNL), density (DEN), natural gamma ray (GR), deep
and shallow lateral resistivity (RD, RS), spontaneous potential (SP),
caliper (CAL), clay content (Vcl), and TOC with S-wave velocity,
respectively, to analyze the relationship between S-wave velocity
and logging data. Fig. 3 displays the cross plots of logging data and
S-wave velocity in the southern Songliao Basin.

The AC is commonly used to determine rock porosity and
calculate mineral content, and there is a very strong linear negative
correlation with S-wave velocity (Fig. 3(a)). In general, P-wave

velocity and S-wave velocity are affected by factors such as rock
mass stiffness and density. As stiffness and density increase, the
acoustic wave propagation velocity also increases. The empirical
model of S-wave velocity is usually used with AC data, but in
practice, the method's generalization ability is weak.

The CNL is used to determine formation porosity, a measure of
the amount of hydrogen contained in the rock. There is a strong
negative correlation with the S-wave velocity (Fig. 3(b)). In general,
as formation porosity and hydrogen atom content increase, so does
the liquid medium, leading to a decrease in S-wave velocity due to
the difficulty of S-wave propagation through the liquid. In addition,
high porosity formation has low density and elastic modulus,
which leads to lower S-wave velocity.

The DEN is used to determine the porosity of formation, li-
thology identification, etc. DEN data are important in S-wave ve-
locity prediction, which is a key parameter in the calculation of bulk
modulus and shear modulus. It has a linear and positive correlation
with S-wave velocity (Fig. 3(c)). The density of the rock is generally
affected by the rock mineral fraction and pore space or fluid. With
the increase in density, the skeleton content of the rock increases,
and the rock mass stiffness will increase, which leads to an increase
in transverse wave velocity.
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Fig. 2. The location map and the stratigraphic column for three wells in the study area.

The GR log measures the intensity of radioactive elements in the
formation. It reflects the clay mineral content and judges the li-
thology of the formation. It is negatively correlated with the S-wave
velocity (Fig. 3(d)). As the GR rises, the clay mineral content in-
creases, thus affecting the S-wave velocity.

The RD/RS log can reflect the change in formation resistivity
more realistically. They can quickly and intuitively determine the
oil and water layers, and they have a better exponential

relationship with the S-wave velocity (Fig. 3(e) and (f)). Formation
resistivity is affected by porosity and pore structure; when the pore
connectivity is good, it will affect the S-wave propagation path and
reduce the velocity. At this time, the fluid can flow freely in the pore
space, which leads to lower resistivity values.

The SP log measures the potential generated by the electro-
chemistry of the formation. For weakly conductive formations,
there is a negative correlation with S-wave velocity (Fig. 3(g)). This
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Fig. 3. The cross plots of logging data and S-wave velocity.

is due to the fact that less SP is generated when conductivity is low.
And insulating rocks generally have higher elastic properties that
help S-wave propagate through the formation.

The CAL log is often used as auxiliary information. It is used in
conjunction with the GR and SP to synthesize stratigraphic profiles
and identify lithology. It has no correlation with S-wave velocity
(Fig. 3(h)).

By analyzing the elemental logging data, the clay content and
TOC can be obtained. Among them, the clay content is mainly
influenced by clay minerals such as illite and chlorite, which have
small particle diameters. It is negatively correlated with the S-wave
velocity (Fig. 3(i)). When the rock contains a high clay content, its
pore space will be filled by clay particles, and the cementing effect
of clay will slow down the propagation speed of the S-wave.

The TOC refers to the organic matter content (e.g., hydrocar-
bons) in the formation and is negatively correlated with S-wave
velocity (Fig. 3(j)). On the one hand, organic matter has a lower
density and elastic modulus, which reduces the elastic properties of
the formation. On the other hand, the pore structure and compo-
sition of organic matter also affect the pore distribution, pore
connectivity, and the size of the pore space of the formation. Thus,
it affects the pore fluid saturation and further affects the propa-
gation velocity of S-waves in the formation. When TOC data are
lacking in the study area, the AlogR method can be utilized to
derive the TOC value in the shale formation (Khoshnoodkia et al.,
2011).

In summary, based on the sensitivity analysis of the S-wave
velocity in this study area, the AC, CNL, DEN, GR, RD/RS, clay con-
tent, and TOC are selected as the base data for the model.

2.3. Mineral component analysis

Based on elemental logging data, it is determined that the study
area contains mainly clay minerals (illite and chlorite), carbonate

minerals (calcite and ankerite), quartz, feldspar, and pyrite (Fig. 4).
In the test section of well A, carbonate minerals range from 0% to
46.2% with a mean of 7.8% (calcite content 4.5%, ankerite content
3.3%); clay minerals range from 0% to 67.6 % with a mean of 29.2%;
and quartz, feldspar, and pyrite totaling range from 30% to 91.3%
with a mean of 63.0% (quartz content 32.0%, K-feldspar content
5.0%, N-feldspar content 25.7%, and pyrite content 0.3%). In well B1,
carbonate minerals range from 0% to 51.0% with a mean of 9.8%
(calcite content 5.6%, ankerite content 4.2%); clay minerals range
from 0% to 55.8% with a mean of 36.9%; quartz, feldspar, and pyrite
totaling range from 33.9% to 77.3% with a mean of 53.3% (quartz
content 24.7%, K-feldspar content 4.2%, N-feldspar content 23.8%,
and pyrite content 0.6%). In well B2, carbonate minerals range from
0% to 44.5% with a mean of 7.9% (calcite content 4.7%, ankerite
content 3.2%); clay minerals range from 0.1% to 64.7% with a mean
of 36.2%; and quartz, feldspar, and pyrite totaling range from 31.9%
to 88.7% with a mean of 55.9% (quartz content 26.6%, K-feldspar
content 4.3%, N-feldspar content 24.3%, and pyrite content 0.7%).

Through the above analysis, we found that the mineral com-
positions of these three well sections are similar, but the compo-
nents are more complex. This complexity is not only reflected in the
diversity of mineral species, but also in the content ratio between
various minerals, which brings challenge to the S-wave velocity
prediction. Therefore, we need to consider how to utilize the
mineral component data to establish a petrophysical model appli-
cable to the study area, which provides an important foundation for
accurate S-wave velocity prediction.

3. Model overview
3.1. Convolutional neural network

Compared with the 1D-CNN, the 2D-CNN can effectively capture
the local patterns and global relationships of the feature maps. It
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Fig. 4. Mineral composition of three test sections.

can extract important information about the spatial location by
performing convolutional operations in the two dimensions of
height and width (Yildirim et al., 2019; Zhao et al., 2019, 2021). Its
biggest advantage is that the convolutional layer is the core. The
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convolution operation can extract effective features from the data
in the previous layer, and the subsequent convolution operation
can obtain more complex feature information from the combina-
tion of these effective features. The convolutional layer usually
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contains many feature maps, each of which consists of multiple
neurons arranged in a matrix, and neurons in the same feature map
share weights. In addition to this property of weight sharing, the
convolutional kernel allows for the extraction of local features from
the feature map through local connectivity. The obvious benefit of
these two qualities is that they minimize the network's layer-to-
layer connections, which dramatically reduces model parameters
and increases training efficiency while lowering the risk of over-
fitting. At the beginning of training, the convolution kernel is
usually initialized in the form of a matrix of random decimals, and
the convolution kernel will learn to get the appropriate weights.
The following is the convolution operation:

M-1 N-1
Vi=D_ > WmnXimjin +b

m=0 n=0

(1)

where x is the input data; M and N are the width and height of the
convolution kernel, respectively; w is the corresponding weight
matrix; b is the bias; y is the result of the convolution operation.

To handle the nonlinear problem more effectively, an activation
function is applied after the convolution operation, and the result is
utilized as the convolution layer's output:

x = f(y), (f 2 {ReLU, tanh, Sigmoid, etc.} ) (2)
where fis the activation function, there are various forms of acti-
vation function that can be selected according to the actual needs; x
is the output of the activation function.

In order to quantify the difference between the predicted values
and the true values, the mean square error (MSE) function is cho-
sen. The formula is as follows:

1< 2
=2 i t)
i1

where n is the number of samples; y; is the predicted values; t;is the
true values.

(3)

3.2. Class activation map

The CAM is a visualization method used to explain the decision-
making process of the CNN. By correlating the last layer of con-
volutional feature maps in the network with the prediction values,
a heat map is generated to visualize the degree of attention of the
CNN to the input feature map. When the value of a region in the
heat map is higher, it indicates that the model pays more attention
to that region (Zhou et al., 2016; Selvaraju et al., 2017).

The CAMs generation process is based on the global average
pooling (GAP) layer and linear weight mapping. GAP is used in the
last layer of the feature map, and the formula is as follows:

n
i

M=
M

1

Jj=1

Gp Xy

(4)

where G, is the average value of the nth channel; x and y are the
length and height of the last layer of the feature map, respectively;
a";j is the value with coordinates (i, j) in the nth channel.

Further, the formula that generates the CAMs is as follows:

M(va) = Zwifi(xvy) (5)
i=1
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where (x, y) is the size of the CAMs and the last layer of feature
map; wy, is the corresponding weight obtained after GAP of the nth
channel; f; is the feature map of the ith channel.

In the training phase, the feature maps are converted into
feature vectors of the prediction values by applying GAP to the last
layer of feature maps. Then, the weights of the prediction values are
obtained by applying linear weight mapping on the feature vectors.
In the testing phase, forward propagation is computed to the input
feature maps. Then the weights of the prediction values are
multiplied with the corresponding last layer of feature maps, and
the results are summed to obtain the CAMs. The model structure is
shown in Fig. 5. From the figure, it can be seen that GAP layer re-
places the fully connected (FC) layer, which reduces the number of
parameters and prevents the model from overfitting.

It is worth noting that this model does not use a pooling layer
after the convolution operation. On the one hand, the nature of the
pooling layer is to reduce the model parameters by converting large
feature maps into small ones. However, the conventional log curves
converted into 2D feature maps has less data, and the model does
not need to reduce the dimensionality of the feature maps; on the
other hand, the pooling layer has translational invariance. The
introduction of the pooling layer causes the CNN to be insensitive to
the position in the input feature map. This makes the model lose
spatial information and hinders the explainability of the
parameters.

3.3. Petrophysical modeling of S-wave velocity

The relationship between P-wave and S-wave velocity and shear
modulus, bulk modulus, and density of the rock is as follows:

K—l—il
p (6)
VAN L
P

where V}, and V; are the P-wave/S-wave velocity, respectively, km/s;
p is the density, g/cm?; K is the bulk modulus, GPa; u is the shear
modulus, GPa.

In shale reservoirs, the mineral components and pore structure
of rocks are complex. The elastic modulus gap between fluids
within the pore and skeletons is obvious. Therefore, the P-wave
velocity and S-wave velocity are difficult to calculate by Eq. (6). It is
necessary to establish an equivalent medium model for the mineral
properties and different pore fluids. The Biot-Gassmann theory
reveals the elastic parameter relationship between the solid and
fluid phases in the saturated fluid pore medium at low frequency
(Shao et al., 2009). The formula is as follows:

Kq = (1 —B)Km
pa = (1= B)um
M= Mg (7)
K = K4 + B°M
1 B-9. 9
M~ Kn Kg

where K and u are the bulk modulus and shear modulus in the
formation, GPa; K4 and pq are the bulk modulus and shear modulus
of dry rock, GPa; Ky, and up are the bulk modulus and shear
modulus of the rock skeleton, GPa; B is the Biot coefficient, a dec-
imal; ¢ is the porosity of the formation, a decimal; M is the pressure



Z.-]. Li, S.-G. Deng, Y.-Z. Hong et al.

AC [DEN] Vel

RD RS

TOC| GR [CNL|

= |[=@|@ ||| &

0
70~

0
70

0

N

Input layer

Convolution

Petroleum Science 22 (2025) 3247—3265

Convolution GAP Output layer

Fig. 5. Schematic diagram of model structure.

that needs to be applied to the fluid to increase the fluid content by
a unit volume during equal volume macro-strain, MPa; Kg is the
bulk modulus of the fluid in the formation, GPa.

For shale oil reservoirs, the fluids in the formation are mainly
irreducible water and oil. The equivalent volume model is calcu-
lated as follows:

1S

Ko Kw

1-Sw

Ko

(8)

where Ky, and K, are the bulk modulus of water and oil, respec-
tively, GPa; S,y is the water saturation, a decimal.

In this paper, the Voigt-Reuss-Hill (VRH) model is used to solve
the skeletal equivalent bulk modulus and shear modulus of com-
plex minerals. Firstly, Voigt gave the upper limit of the equivalent
elastic modulus of the mixed medium. The formula is as follows:

n

Ky = fik;
i=1
n

My = Zfi:ui
i=1

where n is the mineral species in the rock; Ky, and uy are the upper
limits of the equivalent bulk modulus and shear modulus of the
mixed medium, respectively, GPa; K; and y; are the bulk modulus
and shear modulus of the ith mineral component, respectively, GPa;
fi is the volume content of the ith mineral component, a decimal.

Next, Reuss gave lower limits for the equivalent elastic modulus
of a mixed medium. The formula is as follows:

1_ z": L
K~ &K
(10)
1 &1
e ;fl,“i

T

where K; and yu; are the lower limits of the equivalent bulk modulus
and shear modulus of the mixed medium, respectively, GPa.

Finally, Hill arithmetically averaged the results of the upper and
lower calculations. The equivalent bulk modulus and shear
modulus of the rock skeleton are obtained. The formula is as
follows:

Koy — KT;KV
(11)
M + My
m= 2
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The conversion equations for the P-wave/S-wave velocity to the
equivalent bulk modulus and shear modulus are obtained from Egs.

(6)—(11):

4 B2KmK;
(1-B) <I<m+§um) + e
BKg + (Km - 1<ﬂ)¢
Vo —
P p (12)
v~ [0=Bym
p

In Eq. (12), the measured AC can be used to calculate the S-velocity.

This method has the following advantages over petrophysical
model based on Xu-White: (1) When using Xu-White model to
calculate the V}, and Vs, the wave velocity parameter of the mixed
mineral rock skeleton is needed. To obtain accurate parameter, it is
necessary to use the core samples of the study area to carry out
experimental measurements. In this paper, the multi-mineral
model does not need the parameters of wave velocity and pore
shape of the mixed mineral rock skeleton, so it does not rely on the
experimental data of the core, which can reduce the experimental
measurements and statistical analysis, and save the cost of the test
and time. (2) This method calculates the elastic modulus based on
the rock skeleton and fluid components, and after obtaining the
equivalent elastic modulus of the formation, the S-wave velocity
can be calculated. The steps have a clear physical meaning and
satisfy the conditions for constraining the deep learning model. (3)
Since the AC is used as a constraint condition, the S-wave velocity
can be calculated accurately as long as the solution of mineral
components is reasonable, this method has high stability and
accuracy.

3.4. Physically-data driven method

Fig. 6 shows the workflow for the physically-data driven model.
Based on the elemental logging data, the mineral component of the
well is determined. The equivalent elastic modulus of the formation
is obtained by using the VRH boundary average model, and the S-
wave velocity is obtained by calculating the Biot-Gassmann equa-
tion. At the same time, sensitivity analysis is done on the logging
data, such as AC, CNL, DEN, and S-wave velocity, eight kinds of
logging data with high-sensitivity are identified. Then, it is con-
verted into a single-channel 2D feature map by combining the
calculated values of S-wave velocity (determined by petrophysical
modeling). Next, the data is normalized and divided into training
and test sets. The training sets are input to the pre-trained CNN to
obtain the feature representation of the input data in the model
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Fig. 6. Workflow of the model implementation.

through forward propagation. The weights of the model are
weighted linearly with the feature map of the last convolutional
layer, and then the class activation map is obtained. The CAMs are
normalized and up-sampled to the same size as the input feature

map through the inverse convolution operation. In turn, the visu-
alization is achieved by overlaying with the original feature map.
The advantages of this method: (1) The 2D feature map can be
obtained by adding the S-wave velocity (determined by petro-
physical modeling), and more important information can be
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extracted by performing convolutional operations in the two di-
mensions of height and width, which helps to improve the pre-
diction accuracy. (2) The petrophysical model portrays the physical
relationship between the S-wave velocity and the petrophysical
features, which has clear physical significance. After physical con-
straints, it helps to improve the correlation between the prediction
results and the real values, so that the trend of the prediction re-
sults is more consistent with the real values. (3) The CAMs can
explain how much attention the CNN pays to each location of the
input data. This helps to understand the basis of the network's
decisions.

4. S-wave velocity prediction
4.1. Petrophysical model

Elemental logging data show that the rock minerals in the study
well section mainly include illite, quartz, calcite, pyrite, feldspar,
ankerite, etc., and the mineral composition is complex. Due to the
large differences in the elastic modulus parameters of different
minerals, see Table 1.

The model of Section 3.3 is applied to develop a petrophysical
model of the S-wave velocity with the multi-mineral component. In
Eq. (12), the value of the Biot coefficient is derived from the
measured AC data to obtain the S-wave velocity. Due to the small
porosity in the mud shale section, in practical application, the
(Km—K7) ¢ in the denominator of the quadratic term is regarded as
0 for the convenience of calculation, and Eq. (12) is changed to the
following equation:

(13)

The calculated value of S-wave velocity obtained with Eq. (13) in
three well sections is plotted against the measured value, as shown
in Fig. 7. It can be seen that the calculated and measured values are
relatively good near the diagonal with a slope of 1, which provides
an important guarantee for subsequent processing.

The model has a clearer physical meaning by idealizing the
actual formation and obtaining the equivalent elastic modulus
based on the rock skeleton and fluid components. Although the Biot
coefficient obtained by using the AC improves the limitations of the
Gassmann equation applicable under high-frequency conditions to
a certain extent, the actual results show that the model is still a
macroscopic reflection of the S-wave velocity in the study area. It is
difficult to depict the diversity of geological conditions in shale
formation, such as strong anisotropy and non-homogeneity.
Therefore, a physically constrained 2D-CNN is proposed to use
the physical model as a macroscopic control, and the CNN is utilized
for fine portrayal. The V calculated by Eq. (13) is combined with the
basic data as the model input to constrain the CNN.

Table 1
Elastic properties of mineral components (Passey et al., 1990).

Petroleum Science 22 (2025) 3247—3265
4.2. Data processing

Eight types of logging data with high correlation to S-wave ve-
locity are selected as the basis, including AC, CNL, DEB, GR, RD, clay
content, and TOC. The above computed V; is added to constrain the
model, which in turn converts these nine parameters into 3 x 3
two-dimensional data as inputs to the CNN model. This study is
constructed using the Pytorch framework and the Python pro-
gramming language.

Since the magnitude of the values is different between the
logging data, if the original data values are used directly, then the
degree of influence on the S-wave velocity will be different among
the logging data. This will lead to slow convergence or even non-
convergence. Therefore, we need to standardize the original data.
The standardization formula is:

(Xij - Xi,avg)

xij,s = ; B
1
\/ﬁkz% (Xik - xi-avg)

(14)

where x;; 5 is the normalized data; x;; is the pre-normalized data;
Xi_avg is the mean value of each log curve; X; avge = (GRave, SPavg,
RDayg, RSavg, ACayg, CNLayg, DENayg); n is the number of samples.

4.3. Model architecture design

In this experiment, the abstract feature extracted by the con-
volutional layers is the relationship between the input data and the
S-wave velocity. The model is trained by means of supervised
learning, and to solve the nonlinearity problem, the ReLU activation
functions are added after each convolutional layer:

f(x) = max(0, x) (15)

The use of the ReLU function can effectively prevent the gradient
from disappearing, preventing the model from overfitting.
Compared with the sigmoid function and tanh function, its de-
rivatives are better obtained, and in the process of constantly
updating the parameters, due to its simple form, it has a faster
training speed.

The Adam algorithm is employed in the model for optimization
purposes. By incorporating bias correction, the learning rate has a
definite range in each iteration. This enhances the smoothness of
the gradient descent operation, ensures accuracy, and facilitates
more effective updates to the network weights (Yi et al., 2020). The
updating operation is as follows:

Ve =B1Ve1 + (1= B81)o (16)

Minerals Bulk modulus, GPa Shear modulus, GPa Density, g/cm?®

Clay minerals Illite 25 9 2.55
Chlorite

Carbonate minerals Ankerite 95 45 2.87

Calcite 77 32 2.71

Others Quartz 38 44 2.65

Feldspar 18 15 2.62

Pyrite 144 129 4.81

Fluids Oil 0.57 0 0.7

Water 2.25 0 1.04
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where v; and s; are the first-order and second-order momentum
items of the tth iteration, respectively; 81 and (6, are the exponential
decay rates of the first-order and second-order moment estimates,
respectively; 1 and (3, are set to 0.5 in this paper; ¢; is the value of
the cross-entropy gradient at the tth iteration.

In order to eliminate the initialization bias, the bias correction is
applied to v; and s;, respectively:

/ V¢

Vv, = (18)

1- 6

' St

s —_ >t (19)
t .l — 65

Finally, the parameter update expression is as follows:

0 =0, —a (20)

\/Si+e

where 0 is the parameter of the update; « is the learning rate, which
is set to 0.001 in this paper; e = 1078 denotes a constant quantity
that avoids a divisor of zero.

In this paper, we design to build a two-layer CNN model, the
convolution kernel is set to 2 x 2 and the step size is set to 1. In
order to prevent the loss of boundary information, the feature map
is zero-padding, and the second layer is not filled. The specific
parameters are shown in Table 2.

The model hyperparameters are determined using 10-fold
cross-validation. Well A data is randomly split into ten pieces,
nine of which are utilized for training and the remaining one for
validation. The cycle is repeated ten times to guarantee that each
randomly divided duplicate of the data acts as a validation set, and

T
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Fig. 8. The MSE trend of the CNN over different iterations.

the average results are used to evaluate the model's accuracy. The
MSE is used to evaluate the model prediction ability, and Fig. 8
shows the MSE trend of the CNN over different iterations. It can
be seen that the training error and the validation error are gradually
stabilized after 60 iterations, and in order to prevent overfitting, the
training is stopped after 60 iterations.

4.4. Application effectiveness

In order to verify the validity of the model, it is compared with
the petrophysical model and the unconstrained 2D-CNN, respec-
tively. The unconstrained 2D-CNN sets the petrophysical model's
calculation results in both the training and test sets to zero, while

Table 2
The model parameter definitions.
Network layer Number of convolution kernels/feature size Convolution kernel size Other parameters
Input 5x5 N/A N/A
Convl 32 2x2 Activate = “ReLU”
Padding = “Valid”
Conv2 64 2x2 Activate = “ReLU”
Padding = “Same”
GAP 64 N/A N/A
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Table 3

The results of the test section of well A.

Model

Test section of well A

Petroleum Science 22 (2025) 3247—3265

maintaining the same number of iterations. The results of the test
section of well A are shown in Table 3. The findings show that the
Pearson correlation coefficient (p) and relative error of the predic-
tion results of the physically constrained 2D-CNN with real values

b Relative error, % are 0.98, 2.14%, respectively. Compared with the unconstrained 2D-
Physically constrained 0.98 2.14 CNN and petrophysical model, the prediction results have the
2D-CNN highest correlation and the lowest relative error. Fig. 9 shows a
Unconstrained 0.90 3.61 . ' c .
ID-CNN comparison of the three models' prediction effects on the test
Petrophysical 0.92 6.14 section of well A. It can be seen that the physically constrained 2D-
model CNN has the same trend as the petrophysical model and is more
convergent compared to the unconstrained model. Although the
GR, API AC, ps/m Petrophysical Unconstrained Constrained
30 10| RS, Q'm |s00 100 model 2D-CNN 2D-CNN
Vs, m/s Vs, m/s Vs, m/s
1 100 1200 3200 [ 1200 3200 (1200 3200
Depth, | SP-mV CNL, %
m |e0 100 45 -3
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15 55 1.95 275
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7 q

Fig. 9. Prediction results in the test section of well A.
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Table 4
The results of well B1.
Model Well B1
p Relative error, %
Physically constrained 0.97 2.35
2D-CNN
Unconstrained 0.90 347
2D-CNN
Petrophysical 0.93 4.81
model

unconstrained model also obtained better results, there is a gap
with the constrained model in the treatment of the inflection part
of the curve and the trend of the curve change. Overall, the

Petroleum Science 22 (2025) 3247—3265

physically constrained 2D-CNN's prediction results best match the
actual S-wave velocity curves. The prediction results in this
segment prove that the constrained model has a better ability to
complement the S-wave velocity curve.

In order to verify the blind well prediction and generalization
ability, well B1 and well B2 are predicted, respectively, with the
training set unchanged. The prediction results for well B1 are
shown in Table 4. The results show that the p and relative error of
the prediction results of physically constrained 2D-CNN with the
real values are 0.97 and 2.35%, respectively. The prediction accuracy
is doubled compared to the petrophysical model. Although the
relative error of the unconstrained model is lower than that of the
petrophysical model, its correlation coefficient is low, which in-
dicates the importance of the constraints of the petrophysical
model. Fig. 10 shows a comparison of the three models' prediction

GR, API AC, ps/m Petrophysical Unconstrained Constrained
30 0| RS, Q'm |s00 100 model 2D-CNN 2D-CNN
Vs, m/s Vs, m/s Vs, m/s
1 100 1200 3200 | 1200 3200 | 1200 3200
Depth SP, mV CNL, % TOC, %
m " {60 100 45 _3
True True True
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CAL, cm DEN, glcm? Vs, m/s Vs, m/s Vs, m/s
15 55 100 19 27 1200 3200 (1200 3200 | 1200 3200
X360 11571 T 23 = = el =
] = -
EmE -
1 | o
] < é’ <
: >
—] 1
: ¢
1 g
X380 T 5 |
R %
: ﬁE <
. §> }
X400 - 3:3 <§ ]
= % 2
E <<>> b
X420 — ?
: Si ‘g % g
_: <> §> E E %
X440 5 3 Q

Fig. 10. Prediction results in the well B1.
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Table 5
The results of well B2.

Model

Well B2

Petroleum Science 22 (2025) 3247—3265

effects for well B1. It can be seen at the peaks of the curves near
X385 m and X439 m that the constrained model has a good
correction ability at the extreme points compared with the petro-
physical model. Meanwhile, the results of the unconstrained model

p Relative error, % g T
— — are close to the real curves in these areas, which indicates that the
P ys}ca2]3)’_cc‘;\?]\5]trame 0.96 2.89 remaining eight logs serve as corrections. The prediction results in
Unconstrained 0.91 445 this section prove that the constrained model has good blind well
2D-CNN prediction accuracy.
Petrophysical 0.93 6.26 The prediction results for well B2 are shown in Table 5. The
model results show that the p and relative error of the prediction results of
physically constrained 2D-CNN with the real values are 0.96 and
2.89%, respectively, which is the best result among the three
GR, API AC, ps/m Petrophysical Unconstrained Constrained ué+FéI¥Pyr,
20 180 RS, Q'm 500 100 model 2D-CNN 2D-CNN pEiImmIIIILT S
Vs, m/s Vs, m/s Vs, m/s : :
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m 0———80 45 -3
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Fig. 11. Prediction results in the well B2.

3260



Z.-]. Li, S.-G. Deng, Y.-Z. Hong et al.

models. Fig. 11 shows a comparison of the three models' prediction
effects for the well B2. It can be seen that the petrophysical model
results have a high similarity to the trend of the real curve, which in
turn makes its correlation coefficient higher than the uncon-
strained model results. According to this phenomenon, it is further
confirmed that the petrophysical model is necessary to constrain
the 2D-CNN. The prediction results of this segment prove that the
constrained model has good generalization ability.

From the prediction results, the physically constrained model's
prediction of well B1 is better than the prediction of well B2. This is
due to the closer distance between training well A and test well B1.
So, in practical application, it is recommended to select typical
wells in multiple areas of the study area to build a richer training
set, and then the model will have stronger generalization ability
and prediction accuracy.

We use box-plot to plot the relative errors of the different
models in the three wells (Fig. 12). It can be more intuitively seen
that the prediction results of the constrained model have the
smallest average, median, and variance of the relative errors in the
three test sections. Moreover, the shortest "box" indicates that the
data distribution is more concentrated, which further proves that
the prediction results of the constrained model are highly accurate
and stable.

4.5. Evaluation of the GAP layer

To evaluate the impact of the GAP layer on the prediction results,
we retrained a CNN + FC model for the constrained case using the
same training set. In order to ensure the fairness and comparability

Petroleum Science 22 (2025) 3247—3265

of the experiment, the FC layer is also set to 64 (consistent with the
GAP size), keeping other network structures and parameter set-
tings unchanged, and the results of the three wells are shown in
Fig. 13.

The relative errors of CNN + FC in the three wells are 2.16%,
2.79% and 3.24%, respectively, which is a decrease in accuracy
compared to CNN + GAP. Meanwhile, as far as generalization ability
is concerned, CNN -+ FC performs worse than CNN + GAP, and it is
preliminarily confirmed that the GAP layer outperforms the FC
layer under the same parameter configuration. It is worth noting
that the CNN + FC structure in this experiment adopts the same
parameter configuration as that of the CNN + GAP, which is ob-
tained by training the CNN + GAP. In addition, the FC layer is often
used in conjunction with methods such as L;, L, regularization and
dropout. We do not consider related optimization algorithms in this
experiment.

4.6. Model explanation

(1) Figs. 14 and 15 show the CAMs of the 2D-CNN under con-
straints and without constraints, respectively. The CAMs
show how much the model pays attention to different re-
gions in the input feature map. The larger the value in the
map, the more attention the model pays to the region. When
Vs is used as the central position of the input feature map, the
high-value area is concentrated in the center of the input
feature map. It indicates that V; plays an important influence
on the prediction result at this time. When zero is used as the
central position of the input feature map, the value of the
middle region is small, indicating that zero has a small in-

30 4 ° ) fluence on the prediction result this time.
[ Petrophysical model
g 1 Unconstrained model
25 H o g =3 Constrained model When using CAMs for classification problems, one can visualize
ES 20 E ° 6 g the model's attention to the corresponding category in the graph by
5 g ° o combining the generated CAMs with the input image. But there is
. 154 . E 8 4 . still a lack of effective explainability methods when dealing with
2 8 regression problems. Therefore, in order to further validate the
© [} . .
e 104 2 influence of the petrophysical model on 2D-CNN, based on the S-
i wave velocity prediction study, this paper proposes the defined C-
5 . . T | factor for the explainable results. The formula is as follows:
o . 1 a
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Fig. 13. Results for CNN + FC and CNN + GAP.
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n

b= II &(vi-v) (22)
j=1jwi
PR Ll I (23)
Xt
0,k<0
g(k): {1,I(>0 (24)

where Cjis used to evaluate the level of concern of the ith feature; N
is the number of samples; g is the step function; m is the setting
value relative error setting value; ayc and ayp are the measured and
predicted S-wave velocities of the xth sample, respectively; oy is the
calculated value of the relative error; pj is used to determine
whether the ith feature of the xth sample is the maximum value in

Petroleum Science 22 (2025) 3247—3265

the sample; y; and y; are the values of the ith feature and the jth
feature in the CAMs, i cannot be equal to j; n is the number of
sample features, which is 9 in this paper.

The C-factor at the central position of the input feature maps for
the constrained and unconstrained models is calculated, and the
results are shown in Fig. 16. The C-factor for the constrained model
is higher than 30% overall, while the C-factor for the unconstrained
model is lower than 10% overall, and even lower than 5% in
Fig. 16(a)—(c). In addition, the C-factor of the constrained model has
a decreasing trend with the increase in relative error. This indicates
that Vs constrains the model results less as the error increases.
Overall, the C-factor of the constrained model are significantly
higher than those of the unconstrained model in the three test
sections, indicating that the addition of the petrophysical model
results to the input feature maps effectively improves the 2D-CNN's
attention and realizes the constraints on the model.

1.0
AC Vel AC DEN Vel 0.8
0.6
RD RS
0.4
0.2
TOC GR CNL TOC GR CNL TOC CNL
0
Fig. 14. Example of CAMs for the physically constrained model.
1.0
DEN Vel 08
0.6
0 RS
0.4
0.2
TOC GR CNL
0
Fig. 15. Example of CAMs for the unconstrained model.
(a) 50 (b) 50 (c) 50
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© © ©
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Fig. 16. Map of explainable results under physical constraints in three well sections.
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Fig. 17. SHAP results for Constrained 2D-CNN.

(2) We built a summary plot based on SHAP to assist in proving
the importance of constraints (Chen et al., 2024). Fig. 17 il-
lustrates a global feature importance plot for the three test
sections, where each bar represents the average SHAP value
of a feature. The magnitude of a feature's SHAP value in-
dicates its contribution to the output of the model. A larger
SHAP value indicates that the feature has a higher impor-
tance in the predictions of the model, and conversely, a
smaller SHAP value indicates that it has a lower importance.
As can be seen from the figure, the Vs has the greatest impact
on the predicted results. This can assist in proving the
importance of constraints. The next most significant influ-
ence on the predicted results is AC. This also shows that AC is
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crucial for predicting the S-wave velocity. In addition, CNL,
TOC, and RD also play an important role in the prediction.

It is worth noting that the SHAP is an explanation of the model
predictions. When a machine learning model achieves high pre-
diction accuracy, the relationship between features and predictions
can be analyzed using SHAP. However, if the model's prediction
accuracy is poor, the average SHAP value rankings of features
become less significant.

5. Discussions

(1) When the trained model is generalized to the study area, the
blind wells are required to have the conventional eight log-
ging data. However, when the blind wells lack logging data, a
suitable model needs to be retrained. For new models lacking
logging data, we still recommend using a 2D CNN, which can
be achieved by assigning zero to some positions of the input
feature map. This is because, on the one hand, 2D CNN can
obtain more useful information, including feature informa-
tion between petrophysics model and conventional logging
data, as well as boundary information. On the other hand,
2D-CNN can effectively capture the local patterns and global
relationships of the feature maps. It can extract important
information about the spatial location by performing con-
volutional operations in the two dimensions of height and
width. However, this requires a large number of experiments
to obtain rigorous conclusions, which is also the focus of our
subsequent work. In addition, it is worth noting that when
retraining the model with less data, it should be ensured as
much as possible that the conventional logging data used
involves a variety of types, such as lithology curves, re-
sistivity curves, and porosity curves.

(2) The CNN has a strong dependence on training data. We
believe that the more data involved in training, the more
features can be extracted by CNN in the study area (Uchida
et al., 2016; Luo et al., 2018; Xue et al., 2024). In particular,
we replace the FC layer with a GAP layer, which reduces the
risk of overfitting compared to traditional CNN. Since we
have only three wells of measured data, the scale of the data
used in this study is relatively small. In future research, we
expect to perform S-wave prediction by accounting for more
characteristics and including more training data sets. For
example, if the data from all three wells are used as training
samples, and then the trained model is applied to the study
area for generalization, it is expected that better results can
be achieved.

(3) The petrophysics model in this manuscript did not consider
the anisotropy and non-homogeneity of shale, but these
phenomena cannot be ignored. In the subsequent work, if
the data are available, there are two options to address the
anisotropy and non-homogeneity of shale formations. One is
to establish a more complex petrophysical model, which can
fully consider the anisotropy and non-homogeneity, and
then combine with the method proposed in this manuscript
for prediction. The second is to calibrate the current results
through experimental data, such as establishing a calibration
chart.

6. Conclusions
In this paper, we propose a S-wave velocity prediction method

in shale reservoirs based on explainable 2D-CNN under physical
constraints. First, the high-sensitivity logging data related to S-
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wave velocity are selected, then we establish a complex multi-
mineral petrophysical model using mineral component analysis.
Further, an explainable 2D-CNN based on macro-control of the
petrophysical model is developed by combining single-channel 2D
feature maps and GAP layer. The accuracy, generalizability, and
validity of the physical constraints are verified through compara-
tive experiments, CAM technique, defined C-factor, and SHAP
model. The main conclusions and findings are as follows.

(1) Based on the petrophysical properties of porous medium, the
equivalent elastic modulus in the formation is obtained using
the VRH boundary-averaged model. And then the S-wave
velocity is obtained by calculating the Biot-Gassmann equa-
tion, which has a clear physical meaning. Although the Biot
coefficient obtained from the AC data reduces the dispersion
effect to some extent, there is still some error in shale reser-
voirs. The calculation accuracy needs to be improved. Based
on the actual formation and data in the study area, the reader
can establish a suitable petrophysical model and combine the
method proposed in this paper to solve practical problems.

(2) The results from the three test sections show that the con-
strained model has the highest p and the lowest relative er-
rors compared to the unconstrained model and the
petrophysical model. Although the relative error of the pet-
rophysical model is the highest among the three models, the
p is higher than the unconstrained model. This indicates that
the constraints of the petrophysical model are critical. In
addition, the prediction results of the test section in well A
indicate that the model has a strong curve-completion abil-
ity; the prediction results of well B1 prove that the model has
a high prediction accuracy in blind well prediction; and the
prediction results of well B2 reflect that the model has a
strong generalization ability. These results fully confirm the
superiority of the method in S-wave velocity prediction and
the necessity of physical constraints.

(3) We use the CAM technique to highlight the regions of the input
feature maps that the 2D-CNN focuses on. The results of the
CAMs show that under the constraints, the high-value area is
concentrated in the center of the input feature map. It indicates
that the petrophysical model plays an important influence on
the prediction result. Meanwhile, the C-factor is significantly
higher under the constrained model than the unconstrained
model, which further quantifies the impact of the petrophys-
ical model on 2D-CNN. In addition, we establish the SHAP
model and find that the petrophysical model has the highest
average SHAP values across the three test wells, this serves as a
supplementary demonstration of the importance of physical
constraints in the modeling decision-making process.
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