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In contrast to conventional reservoirs, tight formations have more complex pore structures and signif-
icant boundary layer effect, making it difficult to determine the effective permeability. To address this,
this paper first proposes a semi-empirical model for calculating boundary layer thickness based on
dimensional analysis, using published experimental data on microcapillary flow. Furthermore, consid-
ering the non-uniform distribution of fluid viscosity in the flow channels of tight reservoirs, a theoretical
model for boundary layer thickness is established based on fractal theory, and permeability predictions
are conducted through Monte Carlo simulations. Finally, sensitivity analyses of various influencing pa-
rameters are performed. The results show that, compared to other fractal-based analytical models, the
proposed permeability probabilistic model integrates parameters affecting fluid flow with random
numbers, reflecting both the fractal and randomness characteristics of capillary size distribution. The
computational results exhibit the highest consistency with experimental data. Among the factors
affecting the boundary layer, in addition to certain conventional physical and mechanical parameters,
different microstructure parameters significantly influence the boundary layer as well. A higher tortu-
osity fractal dimension results in a thicker boundary layer, while increases in pore fractal dimension,
porosity, and maximum capillary size help mitigate the boundary layer effect. It is also observed that the
permeability of large pores exhibits greater sensitivity to changes in various influencing parameters.
Considering micro-scale flow effects, the proposed model enhances the understanding of the physical
mechanisms of fluid transport in dense porous media.
© 2025 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction physical property changes, pronounced heterogeneity, and signifi-

cantly complex pore structures (Tian et al., 2019; Wang et al., 2022;

The petroleum and natural gas resources in the tight conglom-
erate reservoirs of the Junggar Basin, China, are emerging as a
critical source of unconventional fossil fuels, representing a sig-
nificant type of tight oil and gas (Yang et al., 2019; Wu et al., 2021;
Kuang et al., 2023). Statistics indicate that the conglomerate res-
ervoirs in the Mahu Sag, located on the northwestern margin of the
Junggar Basin, contain proven reserves exceeding 1.24 billion tons
and rank among the largest conglomerate oil fields in the world
(Yuan et al, 2024). Compared to conventional sandstone,
conglomerate reservoirs display poor reservoir quality, rapid
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Xiao et al., 2021). As development in the Mahu Sag advances,
several production challenges have become evident, such as sub-
stantial variations in production across reservoir types, significant
differences in single-well output, and low recovery efficiency
(Ablimit et al., 2016; Li et al., 2020). Thus, an in-depth investigation
of the pore structure and flow characteristics of these reservoirs is
crucial to improving development efficiency in this region.

To better understand the pore structure and flow behavior of
tight conglomerate reservoirs, researchers have recently applied
characterization methods traditionally used for conventional res-
ervoirs. Methods like scanning electron microscope (SEM), mercury
injection capillary pressure (MICP), micro/nano computed tomog-
raphy (CT) scan, and nuclear magnetic resonance (NMR) are
employed for qualitative or quantitative analysis of pore structures
in conglomerates (Li et al., 2022; Li et al., 2023a; Yu et al., 2023a;
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Zheng et al., 2023). Studies reveal that tight conglomerate reser-
voirs mainly consist of micropores, nanopores, and throats, with a
highly uneven pore size distribution (Peng et al., 2024). It should be
noted that due to the wide range of particle sizes in conglomerates,
these qualitative methods struggle to effectively balance resolution
and field of view. To address this issue, researchers have utilized
modular automated processing system (MAPS) techniques for high-
precision characterization (Du et al., 2021; Zhang et al., 2023),
partially mitigating the challenges of balancing resolution and scale
in traditional qualitative experiments.

Extensive research also confirms that the flow patterns in tight
reservoirs differ from those in conventional oil and gas reservoirs
(Abbasi et al., 2014; Behmanesh et al., 2018; Kulga and Ertekin,
2018). Wang and Fu (2021) found that in micro and nano-scale
pores, solid-liquid effects resulting from molecular interactions
between solids and liquids are significant. Fluid molecules are
adsorbed onto pore surfaces, forming immobile boundary layers
that reduce the flow radius and may even completely block throats.
Therefore, in tight reservoirs, where pore throat sizes are primarily
at the micro and nano-scale, the boundary layer significantly in-
fluences flow behavior. Generally, microscale flow research
methods are used to study the microscopic seepage characteristics
of low-permeability reservoirs. Experimental findings consistently
show that boundary layer thickness is influenced by pressure gra-
dients, fluid viscosity, pore radius, and fluid type, with these effects
becoming more significant as pore size decreases (Tian et al., 2014).
Li et al. (2011) found that in quartz capillaries with a radius of
2.5 pm, the boundary layer thickness can occupy more than 50% of
the entire flow space, resulting in nonlinear flow characteristics in
microtubes, which become more pronounced as the tube diameter
decreases.

However, the boundary layer effect, a critical factor in tight
conglomerate reservoirs, has not received sufficient attention in
existing studies, hindering a comprehensive understanding of fluid
flow behavior (Tan et al., 2022; Yu et al., 2023b). Several factors
contribute to this issue. First, high-precision microscale flow ex-
periments are expensive and time-consuming, which has led many
existing permeability models to exclude boundary layer effect,
resulting in inaccuracies in practical applications, especially for
tight reservoirs (Zhou et al., 2021). Second, the thickness of the
boundary layer is usually determined experimentally. However,
existing formulas for calculating this thickness are entirely empir-
ical, relying on three to four fitting constants, with insufficient
explanatory analysis of the seepage phenomena underlying these
constants (Chen et al., 2022b). Third, limitations in instrumenta-
tion, materials, and detection methods lead to significant variation
in empirical expressions for boundary layer thickness derived by
different researchers. These expressions are often complex and
have limited applicability (Huang, 2022).

As previously mentioned, thoroughly investigating the
nonlinear flow characteristics of fluids in tight reservoirs requires
accurate characterization of the pore structure as a primary task (Li
et al,, 2023b; Guo et al., 2024). However, conglomerate reservoirs
exhibit diverse pore space scales, strong heterogeneity, and disor-
dered internal pore distributions, resulting in complex and variable
flow channels. This poses significant challenges to relevant research
efforts. Fortunately, fractal theory offers an effective approach to
characterizing the pore structure of porous media, greatly simpli-
fying the complexity of the pore space, and it has been extensively
applied to predict the permeability of porous media (Yu and Cheng,
2002; Cai et al.,, 2020; Xiao et al., 2020). It is worth noting that
although many studies have confirmed the fractal characteristics of
coal (Zhang et al., 2024b), shale (Wang et al., 2025), sandstone (Liu

3102

Petroleum Science 22 (2025) 31013118

et al,, 2024), and carbonate (Liu et al., 2022), whether the pore size
distribution in conglomerates adheres to a fractal law still requires
further investigation. In fact, our previous research has shown that
the pore space in the reservoirs of the Mahu region spans a wide
range of scales, exhibiting a continuous distribution from the
nanoscale to the microscale and up to the millimeter scale, with
strong heterogeneity. The pore size distribution exhibits multi-
fractal (Zhou et al., 2018) and intermingled fractal characteristics
(Zhou et al., 2021). This suggests that the complex and variable pore
structure of conglomerates cannot be effectively simplified by
mono-fractal theory, and using a single fractal dimension to char-
acterize it would inevitably exclude a considerable amount of
valuable information. In this context, incorporating the random-
ness of pore size distribution into traditional fractal theory is an
innovative approach, known as the Fractal-Monte Carlo Method
(FMCM). The theoretical foundation lies in the fact that pore sizes
follow both mono/multi-fractal scaling laws and random spatial
distributions within the medium. Yu et al. (2005) were the first to
combine fractal theory of porous media with the Monte Carlo
method to simulate the permeability of porous media. They found
that the permeability results obtained using FMCM matched
experimental measurements well. This method combines the ad-
vantages of analytical analysis and numerical simulation, offering
an effective tool for detailed characterization of the microstructure
of porous materials. Since then, this innovative approach has been
successfully applied to other specialized fields in oil and gas field
development (Chen et al.,, 2022a; Shang et al., 2019; Yin et al,,
2022). Zhang et al. (2024a) proposed a new analytical model for
calculating the K-C constant based on FMCM, and found that the K-
C constant increases with relative roughness, porosity, pore fractal
dimension, and tortuosity fractal dimension, while decreasing with
capillary diameter and Knudsen number. Xu et al. (2023) recon-
structed the random microstructure of fibrous porous materials
based on FMCM and simulated single-phase fluid flow with the
finite element method. They found that the predicted permeability
values were in excellent agreement with empirical formulas. Xiao
et al. (2012) proposed a relative permeability model for porous
media using FMCM, and found that the phase fractal dimension is
largely dependent on porosity. For fractal shale reservoirs, Yang
et al. (2021) performed Monte Carlo simulations of gas flow, and
the results showed that the apparent gas permeability of shale
increased with the Knudsen number.

To date, the permeability model based on FMCM incorporating
the boundary layer effect has not been reported. Furthermore, the
existing empirical formulas for calculating boundary layer thick-
ness have several limitations. First, the use of excessive empirical
constants in these formulas restricts our understanding of the
mechanisms behind microscopic seepage. Second, there is a lack of
dimensional consistency among the various empirical equations,
which arises from the fact that boundary layer theory is still in an
exploratory and underdeveloped stage. When the fluid type
changes, adjustments to the parameters may be required for curve
refitting.

Given these issues, this study aims to reorganize and thoroughly
analyze experimental data from the published literature. Using
dimensional analysis, a new quantitative expression for calculating
the thickness of the boundary layer is proposed, which has a
broader applicability. Subsequently, a permeability prediction
model for tight porous media based on FMCM is introduced, and its
accuracy is validated by comparing with measured results. Finally,
the factors influencing boundary layer thickness and permeability
are quantitatively analyzed.
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2. Theory of Fractal-Monte Carlo method for porous media

According to fractal geometry, the number of pores within the
interval A to A + d2 is given by the following equation (Yu and Li,
2001):

—dN = DA

ma

(1)

where N represents the number of capillaries, and Ds is the pore
fractal dimension. Amax and A represent the maximum pore diam-
eter and an arbitrary pore diameter, respectively. The negative sign
in Eq. (1) indicates that the number of pores decreases as pore
diameter increases, reflecting a fundamental rule of fractal struc-
tures in nature. The probability density function (PDF) for the pore
size distribution within porous media is given by (Yu et al., 2002):

AP d)

() =D 2 )

min

(2)

where f{4) is the PDF and Apj, denotes the minimum pore diameter.
In two-dimensional space, 0 < Df < 2, while in three-dimensional
space, 0 < Df < 3, According to probability theory, Eq. (1) should
satisfy the normalization condition, given by:

)\min

[ o1 (e

The prerequisite for Eq. (3) to hold is as follows:

1

Amin Dr
=0 4
</1max) ( )
In general, porous media readily satisfy = Amin/

Amax < 1072 indicating that pore size distribution generally satisfies
Eq. (4), allowing fractal theory to be applied in analyzing the
properties of porous media. Based on Eq. (2), the cumulative dis-
tribution function (CDF) for pore size distribution within the range
Amin to A can be obtained as follows:

)
where R(1) is the CDF. Using the inverse sampling method, Eq. (5)
can be rewritten as:

A

RO = J

Amin

FOYdA=1— (An;n (5)

Amin

(1-R)/D

(6)

where R represents random number. For the i-th capillary or pore,
Eq. (6) can be rewritten as:

Amin

—_— 7
(1- R/ 7

.

where 4; denotes the diameter of the i-th capillary, and R; is the i-th
random number between 0 and 1. Eq. (7) represents the probability
model for capillaries or pores, satisfying both randomness and the
fractal scaling relationship. Here, i = 1, 2, 3, ..., J, where J is the total
number of capillaries or pores generated in each Monte Carlo
simulation under a given porosity. The fractal dimension in Eq. (7)
is determined as follows (Yu et al.,, 2002):
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In ¢
In (fﬁ)
where ¢ is the effective porosity of the porous medium, and d is the
Euclidean dimension (with d = 2 and d = 3 representing two- and
three-dimensional spaces, respectively). Eq. (1) through Eq. 8
establish the theoretical foundation for using FMCM to simulate
pore size distribution (Yu, 2016).

It should be noted that in describing transport properties of
porous media using fractal theory, a cubic representative unit cell is
often used for analysis. Here, we take a two-dimensional fractal
porous medium as an example. Assuming that the set of pores

following a fractal distribution is distributed across a unit cell, the
total cross-sectional area of this unit cell is given by:

2-D
J.Zmax [1 B < )Amm> f:|
Amax
— h — )‘min

¢ ¢

Di=d— (8)

TEDfAfnax
4(27Df)

212 (—dN)

Al 4 . )

where A; and Ap represent the total area and the pore area of the
unit cell, respectively. By substituting Eq. (8) into Eq. (9), we obtain:

(10)

where L is the side length of the square cell. Note that A; does not
typically represent the actual area of a sample, nor does Ly repre-
sent its actual length.

3. Semi-empirical formula for calculating boundary layer
thickness

The tortuous capillary model that considers boundary layer ef-
fect is shown in Fig. 1. Accurately measuring the thickness of the
adsorption layer is challenging. Previous expressions for this
thickness are curve-fitting models derived from extensive micro-
capillary experimental data. As a result, the applicability of these
formulas is quite limited. Among them, the most representative
computational formula was proposed by Tian et al. (2015), and it
has been widely adopted by other researchers (Cao et al., 2016;
Wang et al., 2017). Based on experimental results and dissipative
particle dynamics (DPD) simulations, and considering factors such
as fluid viscosity, capillary radius, and pressure gradient, the
following equation is proposed (Tian et al., 2015):

h=r-Be% (vp)» - (11)
Flow direction
—p
- ——J0o0R
e ,

Boundary layer

Fig. 1. Schematic of the tortuous capillary tube model coupling boundary layer effect.



Y. Zhou, S.-T. Wu, R.-K. Zhu et al.

0.7

—&—— Tube radius-2.5 pym
—@— Tube radius-5 ym

—A— Tube radius-7.5 pm
—%— Tube radius-10 um

0.6

0.5 4

0.4

hir

0.3

0.2

21

Vp, MPa/m

Fig. 2. Ratio of boundary layer thickness to tube radius vs. pressure gradient from
experiments by Li et al. (2011).

where h is the boundary layer thickness in um, r is the pore radius
in um, Vp is the pressure gradient in MPa/m, u is the fluid viscosity
in mPa-s, 81, 82 and 3 are empirical constants that must be cali-
brated based on specific conditions. For deionized water, these
constants are $; = 0.25763, f, = —0.261, and 3 = —0.419 (Tian
et al,, 2016). Eq. (11) indicates that the thickness of the adsorp-
tion layer decreases as the pressure gradient increases, and for a
fixed fluid type and pressure gradient, the ratio of boundary layer
thickness to pore radius (h/r) increases as the pore radius decreases.

In this study, we conducted a detailed re-analysis of a sub-
stantial dataset from micro-capillary experiments in the published
literature (Li and He, 2005; Liu et al., 2005; Xu et al., 2007; Li, 2010;
Li et al,, 2011). Among these, the experimental data from Li et al.
(2011) is particularly comprehensive and has been widely cited in
numerous studies, making it a valuable and reliable source for
investigating factors influencing the thickness of the boundary
layer (Fig. 2). Therefore, we selected this dataset for our analysis.
For detailed experimental methods, setup, and testing procedures,
please refer to Li et al. (2011).

Fig. 2 shows that the ratio of boundary layer thickness to
capillary radius decreases as the pressure gradient increases. Under
the same pressure gradient, smaller capillary radii result in a larger
proportion of boundary fluid. When the pressure gradient exceeds
1 MPa/m, the thickness of the boundary fluid layer reaches a stable
value. Under low-speed and low-pressure conditions, this thickness
can account for more than 50% of the entire flow space.

Previous studies have shown that the boundary layer thickness
h (um) is determined by the fluid dynamic viscosity u (mPa-s),
pressure gradient Vp (MPa/m), and pore radius r. To obtain
dimensionally consistent physical equations, we employed
dimensional analysis to investigate the formula for calculating the
thickness of boundary flow, incorporating fluid density p (g/cm?)
into the analysis, as follows:

F(r,u,p,h,Vp)=0 (12)

Selecting r, 4, and p as the fundamental physical quantities, we
have [r] = L, [u] = ML™'T~Y, and [p] = ML~3. According to the II
theorem yields:

h_ %
r’ r73“2p7]

Let:

(13)

3104

Petroleum Science 22 (2025) 3101-3118

_ pr3vp
100022 (14)
Then:
3
21 (37) =50 (15)

Eq. (15) indicates that the ratio of boundary layer thickness to
tube radius is a function of the dimensionless number . Consid-
ering that the pressure gradient is related to velocity v (m/s), we can
also obtain a simpler form of the dimensionless number by
rewriting Eq. (12) as:

(16)

Similarly, by selecting r, v, and p as fundamental physical
quantities, according to the II theorem, we have:

E(r,v,p,u,h)=0

)R-
Thus:
M fike) (18)

Eq. (18) states that h/r depends solely on the Reynolds number
Re. The above conclusions markedly harmonize the experimental
findings from different researchers.

Fig. 3(a) and (b) demonstrate that as { or Re increases, the h/r
progressively decreases. Also, the smaller the tube radius, the
steeper the curve becomes. This indicates that in smaller tubes, the
thickness of the boundary layer exhibits greater sensitivity to
dimensionless number { or Re. It is worth noting that, as shown in
Fig. 2, the four curves follow different paths. In contrast, it can be
observed that the four curves in Fig. 3(a) and (b) tend to converge,
indicating that h/r is almost exclusively a function of the dimen-
sionless number { or Re, thereby validating the reasonableness of
Egs. (15) and (18) to some extent. Additionally, Fig. 3(a) and (b)
demonstrate that the experimental curves can be divided into
two segments: a steep segment and a gentle one. This phenomenon
is, in fact, a common characteristic of many microfluidic experi-
ments, and we have observed similar trends in the experimental
curves from numerous published studies (Li and He, 2005; Liu et al.,
2005; Wang et al., 2011; Xiong et al., 2017; Xu et al., 2007). In the
steep segment, the variation in boundary layer thickness is quite
dramatic, intensifying the nonlinearity of the flow, which results in
low-velocity non-Darcy seepage (Wang et al., 2020). The smaller ¢/
Re, the greater the degree of non-linearity in the flow. This also
explains why the degree of convergence of the four curves at low ¢/
Re values is weaker than that at high levels. At lower {/Re levels,
microscale flow effects such as solid-liquid interactions, starting
pressure gradients, and wall roughness cannot be ignored, which
increases the factors affecting h/r.

Subsequently, when the dimensionless number reaches a crit-
ical value and enters the gentle segment, the change in the thick-
ness of boundary flow becomes smaller and tends to “solidify”,
causing the permeability of the porous media to stabilize at a nearly
constant value. At this point, the flow enters a linear seepage phase,
corresponding to Darcy flow (Ge et al., 2003). As the dimensionless
number increases further, the flow naturally transitions into high-
velocity non-Darcy flow, entering into the turbulent regime.
However, it should be noted that the boundary between the steep
and gentle segments in different experimental curves is not fixed
but varies within a certain range. This is because, on one hand,
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Fig. 3. Analysis of microscale flow experimental data by Li et al. (2011). (a) The relationship between h/r and{under different tube radii; (b) The relationship between h/r and Re
under different tube radii; (c) The nonlinear fitted relationship between h/r and{; (d) The nonlinear fitted relationship between h/r and Re.

different researchers may use varying experimental conditions and
measurement methods, resulting in individual differences in the
results. On the other hand, “steep” and “gentle” are qualitative
observations. Therefore, it is not possible to provide an exact value
for this critical point. In this experiment, we can roughly take
{ = 0.05 and Re = 0.005 as the critical values. In this part, relevant
experimental data can be found in Appendix A.

Fig. 3(c) and (d) show a negative correlation between h/r and the
proposed dimensionless number. Based on this, we propose a semi-
empirical formula for calculating the boundary layer thickness, as
follows:

g: 0.0377037¢ (19)

2: 0.022Re 0288 (20)
It can be seen that, except for a few outliers, likely caused by
experimental errors, the majority of the data fall within the 95%
prediction interval of the fitted formula. For practical applications,
Eq. (19) is employed instead of Eq. (20) to calculate the thickness of
the boundary layer. The reason is as follows.
Based on the definition of the Reynolds number:

Re _ PVA_24(r)p

= (21)

3105

where q(r) represents the flow rate through a single capillary of
radius r considering the effect of the boundary layer. This physical
quantity is a function of h and r, as given by the modified Hagen-
Poiseuille equation:

mo(r —h)*Ap

Sul, (22)

q(r) =
Here, L; denotes the actual length of the curved capillary and Ap
is the driving pressure difference. Substituting Eqgs. (21) and (22)

into Eq. (20) yields:
b 4 b
h ar( (r)p) _ o[ =h)"pAP
0 4u2rL

where the values of a and b are 0.022 and —0.288, respectively. It is
apparent that Eq. (23) is a higher-order implicit equation regarding
the boundary layer thickness, which can only be solved numerically
when the other parameters are fixed. However, due to its nonlin-
earity and implicit complexity, the numerical solution of this
equation may exhibit instability or convergence difficulties at
certain points. Therefore, for ease of application, we use Eq. (19) to
calculate the thickness of the boundary layer. Note that when the
pore radius is very small (when { < 8.9 x 107°), the calculated
thickness of the adsorption layer will exceed the pore radius (Wang
et al,, 2017). In such cases, the capillary is entirely filled with a
stagnant boundary layer, implying that h = r, and the effective
liquid permeability of the capillary is zero.

(23)
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It is important to highlight that the experimental data from Li
et al. (2011) were obtained using quartz capillaries (with radii of
2.5, 5,75, and 10 um) and the flow medium was sterilized deion-
ized water. However, on one hand, the size of most experimental
tubes cannot reach the nanoscale, so the formulas of boundary
layer thickness for a single capillary tube obtained from experi-
mental studies may not be fully applicable. On the other hand, the
pore throat structure of real rock cores is much more complex than
the straight capillaries used in microscale flow experiments, and
Eq. (19) cannot fully describe the influence of the pore structure on
the boundary layer. Although in Section 5, we validated the reli-
ability of Eq. (19) by comparing it with other published microscale
flow experimental results, which showed that, compared with
other purely empirical formulas, the predictions from our proposed
formula demonstrated a stronger correlation with experimental
measurements. However, in absolute terms, there is still some
discrepancy, primarily due to differences between the experi-
mental conditions and the actual pore structure, which is also a
common issue for all curve-fitting formulas. Therefore, in practical
applications, specific experiments need to be conducted based on
the actual situation, and the empirical constants in Eq. (19) should
be modified according to experimental results to better suit prac-
tical needs. Despite this, it still causes some inconvenience. To
address this, in Section 4, we introduce a general permeability
model that accounts for boundary layer effects and provide an
analytical formula for calculating its thickness, which better reflects
the impact of pore structure parameters on the boundary layer.

4. Permeability model considering boundary layer effect
based on FMCM

4.1. Derivation of the theoretical formula

Considering that near solid walls, the attraction of the solid
surface to water molecules causes a substantial increase in the
viscosity of water close to the walls. Whereas far from solid sur-
faces, the solid-liquid effects are minimal, and the viscosity is
similar to that of free water. Similarly, in flows involving crude oil,
the oil components strongly interact with rock pore surfaces near
the walls, leading to the adsorption of heavier and more polar
substances. As the distance between the fluid and rock surfaces
decreases, the concentration of fluid components increases,
resulting in uneven distribution of oil viscosity within the pore
throats. Therefore, substituting the inherent viscosity for the vis-
cosity of the boundary fluid layer in microflows is clearly inap-
propriate. Actually, under low-speed and low-pressure conditions,

1 1
Tav =5 1+§m+ 1-¢ <

the variation in fluid viscosity across the flow cross-section is a
primary factor leading to nonlinear seepage. Based on this, we as-
sumes that fluid viscosity near the wall approaches infinity, while
at the center of the capillary, it matches the inherent viscosity, as
follows:

Mr—r, = 00, lr—o = Mo (24)

Note that the origin of the coordinate system is at the center of
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the capillary, with the r-axis extending from the center to the wall.
In this case, r represents the distance from any point on the flow
cross-section to the origin; u is the viscosity at that point; ro de-
notes the capillary radius, and yo represents the intrinsic viscosity
of the fluid. Thus, the viscosity distribution within the capillary can
be expressed as:

_ Moo

Io—r (25)

Clearly, Eq. (25) also demonstrates that as the pore throat radius
decreases, the uneven distribution of viscosity becomes more
pronounced. Consider a capillary with an actual length L, and take
a liquid cylinder at a distance r from the center of the capillary as
the research subject. Assuming it undergoes laminar flow under a
driving pressure difference Ap with no acceleration, and that the
driving force is balanced by the viscous resistance, as follows:

Tr2AP + u-zm% =0 (26)

The actual length of the curved capillary tube L, is determined
by Yu et al. (2014):

Le=2""PrpPr — (2r)1=Prpr (27)
and

In Tay
Dr=1+--7 (28)

av

Here, Ly represents the straight or characteristic length along the
direction of the macroscopic pressure gradient; D is the fractal
dimension that describes the average degree of capillary curvature,
known as the average tortuosity fractal dimension; 1., is the
average diameter of the capillaries, which can be determined by the
mathematical expectation of A:

}\max D A A . A . D;
A :J A-F(Dd) = Zf~Amax mm_( mm) 29
v Amin f( ) Df -1 Amax Amax ( )
Substituting Eq. (4) into Eq. (29) yields:
_ Dfamin
hav = Df—1 (30)

In addition, 7,y is the average tortuosity, which is determined by
Yu and Li (2004):

(31)

Therefore, substituting Eqs. (25) and (27) into Eq. (26) yields:

Fopdr_g

Then, the flow velocity v can be obtained from the integral of dv:

nr2AP 4+ £000 orr(2r) (32)
o—rT
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_Ap . rDT+]
a 22-De LD pgrg

.
_DT+2)+C

where C is a constant to be determined. Since the flow velocity
v = 0 at the capillary wall, C can be expressed as:

To
DT+1

(33)

Ap-ryrH! 1
to (Dr+1)(Dr+2)

~ oo (34)

Substituting Eq. (34) into Eq. (33) gives the expression for flow
velocity below:

Ap rgT"'l rDT+l rDT+2 35
~ 22 0Py \Or + )0 +2) Dr+ 1 ro(Dr +2) (35)

The flow rate through a single capillary is:

T To

-q rTo
q= J dg = J vdA = J v-2mrdr (36)
0 0 0
Substituting Eq. (35) into Eq. (36) yields:
WAprDT+3
q= (37)

22-DiLg" o (Dr + 3)(Dr + 4)

Eq. (37) indicates that in a capillary with radius r, when tortu-
osity is not considered (Dr = 1), g = TApr?/(40uoLo), meaning that
the single-tube flow rate is only 20% of the theoretical value. In fact,
considering the effects of tortuosity would further reduce this
value. Then, based on Eq. (37), the total flow rate Q through a unit
cell can be obtained by summing the flow rates from each indi-
vidual tube:

TAp
22-Dr Do (Dr + 3)(Dr + 4)

T+

(38)

J J
Q=> qr) = Z
i=1 i=

where r; denotes the radius of the i-th capillary. Based on Eq. (7)
and compared with Darcy’s Law yields:

Ly 1 Ly

() K

1

Petroleum Science 22 (2025) 31013118

(41)

I
M-
kY
I
M-
a
ﬁI\l

1

1

where g; is the cross-sectional area of the i-th capillary based on Eq.
(7) for each Monte Carlo simulation. It is evident that when the
following convergence criterion is met:

A] > At (42)

The simulation for this round ends, and the permeability value is
recorded. Finally, the average effective permeability <K> can be
obtained from the following equation:

1T
K) =~ K; 4
0=5 >k (43)
Here, T represents the total number of Monte Carlo simulations
conducted under a given porosity, and K; is the permeability value

output in each simulation. Then, the sample standard deviation can
be defined as:

T

\J 72 (K —K)?
i=1

Additionally, based on Egs. (22) and (37), and according to the
principle of equivalent flow, the flow rates of both should be equal,
that is:

(44)

mAprDrt3
22-DrL Do (Dr + 3)(Dr + 4)

mn(r — h)*Ap

= 45
8uo(2r)! PTLg" )

Thus, the ratio of the boundary layer thickness to the tube radius
4
)(Dr +4)

is:
1
71_((DT+3 )"

Eq. (46) represents the analytical model for calculating the

< (46)

K=

Eq. (39) is the Fractal-Monte Carlo permeability probability
model. The equation contains no empirical constants, and each
term has a clear physical meaning. Once the other parameters in
the equation are determined, the permeability can be calculated
using a Monte Carlo simulation by selecting a set of random
numbers R;. Aj in the equation represents the total cross-sectional
area of the unit cell generated using FMCM. According to Eq. (7),
each newly generated pore increases the pore area of the unit cell,
and Ay correlates with its porosity as follows:

Ap
=5 =L

A= 13 (40)

where the pore area A, generated by the probabilistic model is:

Z DT+3
22°Dr A, Dr +3)(Dr + 4) = A, Dr +3)(Dr + 4)
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(39)

2

i=

J
1

Dr+3
rmm
1 /Df

thickness of the adsorption layer and contains no empirical pa-
rameters. Superficially, h/r appears to be only a function of the
tortuosity fractal dimension Dr. In fact, as shown in Eq. (28), Dris a
function of microscopic pore structure parameters such as ¢, Dy,
Amin and Amax. Therefore, Eq. (46) fully reflects the influence of the
reservoir's microscopic pore structure on the boundary layer.

4.2. Supplementary notes

In Section 4.1, we presented the theoretical model for calculating
the boundary layer thickness in tight reservoirs (Eq. (46)), and in
Section 3, we also provided the semi-empirical formula for the
same purpose (Eq. (19)). As mentioned earlier, when the latter is
adopted, the formula must be re-fitted using experimental data to
determine the two empirical constants. In this case, based on Egs.
(22) and (27), the total flow rate Q through a unit cell with a cross-
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sectional area A;j can be obtained by summing the flow rates of
individual tubes:

J

D g o T BiDr

1:1

m(r; — Ap

2T, 1 DTLDT (47)

J
Q= Z q(ri) =
i=1

where h; denotes boundary layer thickness of the i-th capillary.
Substituting Eq. (7) into Eq. (47) and comparing it with Darcy’s Law,
we can also obtain the permeability of the dense reservoir as
follows:

4
T'min 7h
_m Lé*mgj]ri—hi)“, r L <<1Ri>‘/”f )
=54-D 1D 94— 1-D
2 ! A] i-1 T ' 24P A] i=1 T'min '
(1-Ry'/Pr

(48)

Eq. (48) represents the semi-empirical permeability probability
model based on FMCM, where h; = ar;{ b with a and b as the fitting
parameters. It should be noted that, in addition to using FMCM, an
analytical approach can also be directly applied. This is due to the
vast number of capillaries/pores within porous media, where the
sizes of the pore throats can be considered as continuously
distributed. Therefore, the above permeability expression can be
directly obtained through integration. That is, the total flow
through bundles of capillaries can be expressed as:

Tmax Tmax _h4
m(r —h)*Ap D2 (P )y —

Q

TApDy rr?lfax
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Given that 1 < Dy < 3 and 0 < Dr < 2, and considering rmin/

max— 1072 (Yu et al., 2014), Eq. (51) can be simplified to:
22-Dr[Pr o (D + 3)(Dr + 4) (DT —Df+ 3)
Compared with Darcy’s Law yields:
1-D Dr
T Ly rr3n§x
K =575 (53)

A (Dr+3)(Dr +4) (DT — D¢ +3)

Egs. (50) and (53) represent mono-fractal analytical models for
the permeability of tight reservoirs, with each term in the formulas
having a clear physical meaning and being suitable for analyzing
the factors influencing permeability. Also, both equations indicate a
high sensitivity of effective permeability to the maximum capillary
radius. Therefore, the accuracy of predictions largely depends on
accurately measuring the maximum pore radius. In Section 5.1, we
compare the prediction results from the fractal analytical model
with those from the FMCM-based probabilistic model (Eq. (39))
that we proposed previously, to highlight the limitations of the
mono-fractal theory and the advantages of the numerical simula-
tion method.

4.3. Algorithm for permeability prediction based on FMCM

The algorithm for determining the permeability of tight reser-
voirs based on FMCM is summarized in the flowchart shown in
Fig. 4. The specific steps are summarized as follows:

(r—h*

dr (49)

ar)(—dv) = |

erin

o 8(2r) 1 PLD

According to Darcy’s Law yields:

ﬂ:LlDT
30 A

(r—m?

rDer2- D]‘dr

Tmax

K= Dfrg{ax J (50)
Since the thickness of the boundary layer h depends on the pore
radius (as shown in Eq. (19)), the integral formula in Eq. (50) cannot
be simplified further. Nevertheless, an approximate permeability
value can be obtained through numerical methods. Similarly, in
Section 4.1, the total flow through bundles of capillaries in porous

media can be also expressed as:

Tmax

o erax Dl

Tmin

Dr+3
an( - = [ T
Tmin 2572 L5T o (D + 3) (D1 + 4)
)m—Df+3 )

rmm

(rmax

—

24-Dr LLL[E))T

—(Dr+1) dr =

3108

erax
T'min

rDe+2-Dr

1) Given the porosity ¢, and determine ryax and rmin based on
quantitative characterization experiments of pore structure
(such as MICP, NMR, SEM, and CT scanning).

2) Determine the fractal dimension Drand A; using Eqgs. (8) and (9),
respectively.

3) Generate random numbers R; ~ U(0,1).

4) Calculate r; using Eq. (7). If r; > rmax, return to step 3 (typically,
Ii < I'min iS NOt restricted because its impact on K is minimal).

5) Calculate Ap, A, and Lo by Egs. (41) and (40), respectively.

6) Find ray, Tav, and Dt by Eqgs. (28), (30) and (31), respectively.

7) Calculate the equivalent permeability K using Eq. (39).

TAPD¢Tinay’
22-Dr[Pr o (D + 3)(Dr + 4) (DT —Df+ 3)

(51)

8) Repeat steps 3—7 until Eq. (42) is satisfied, and then record the
final value of K for one simulation round.
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9) Determine the average permeability using Eq. (43).

The above algorithm is straightforward, requiring no grid dis-
cretization or complex numerical calculations, and can be run
100,000 times on a personal laptop in just a few minutes.

5. Results and discussions

This section first validates the effectiveness of the proposed
models, which is divided into two parts: the first part validates the
semi-empirical formula for calculating the thickness of the
boundary layer, and the second part validates the permeability
model (this part actually covers the validation of the theoretical
model for calculating the thickness of boundary flow). Additionally,
the effects of different parameters on the boundary layer and
permeability of tight reservoirs are examined.

5.1. Model validation

5.1.1. Semi-empirical formula for calculating the thickness of the
boundary layer

Four different datasets were used to validate the effectiveness of
Eq. (19). Fig. 5 shows a comparison between the proposed model
and others, in which the Tian et al. model (2015) is widely adopted
for calculating boundary layer thickness. It should be noted that in
Fig. 5(b) and (d), some experimental parameters (such as fluid
viscosity, density, or average capillary radius) were not provided in
the literature. Therefore, to better illustrate the variation in
boundary layer thickness and eliminate the impact of differences in
experimental conditions on the validation results, we introduced
the dimensionless thickness of the boundary layer h* as follows:

h

hmax

h* (54)
where hpax represents the calculated maximum thickness of the

boundary layer. Similarly, the normalized ratio of the boundary
layer thickness to the capillary radius (h/r)* is defined as:

h
)
where (h/r)max is the maximum value of the ratio of the boundary
layer thickness to the capillary radius. Fig. 5 shows that, compared
to other models, the proposed semi-empirical model demonstrates
superior agreement between the predicted and experimental
values. This indicates that the model is highly effective and reliable
in calculating the thickness of the adsorption layer under different
experimental conditions. To quantitatively evaluate the predictive
capability of each model, we calculated the correlation coefficient
between the predicted and experimental values, with the detailed
results provided in Table 1.

Fig. 5 and Table 1 reveal that when the capillary radius is small,
the classical model by Tian et al. (2015) exhibits high accuracy in
predicting boundary layer thickness. However, as the capillary
radius increases, this model’s accuracy declines significantly (as
shown in Fig. 5(d)). In contrast, the model by Wang et al. (2020)
demonstrates high accuracy in Fig. 5(b), but exhibits relatively
large errors in other datasets. This result is expected, as the Wang
et al. model (2020) was specifically developed based on the
experimental data in Fig. 5(b), making it highly adaptable. However,
as a purely empirical formula, this model has limited generaliz-
ability and even shows an inverse trend in Fig. 5(d). In comparison,
the proposed semi-empirical model shows superior accuracy across
various experimental conditions. It is worth noting that both our

’ h/r

. (53)
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model and the Tian et al. (2015) model adopt experimental data
from Li et al. (2011) in the process of developing the models. Unlike
the DPD simulation approach used by Tian et al. (2015, 2016), the
new model was proposed based on a more general dimensional
analysis method. This methodology improves the model’s robust-
ness, ensuring stable performance despite changes in fluid type,
test conditions, or sample characteristics.

5.1.2. Permeability probability model based on FMCM

In previous research, a permeability probability model incor-
porating boundary layer effect was developed. To validate the
model’s effectiveness, some typical sand-conglomerate samples
were selected for routine core analysis and MICP measurements.
Table 2 lists the physical test results for nine rock samples. In the
core permeability measurement experiment, the flow rates were
controlled between 0.01 and 0.05 mL/min. The MICP experiment
shows that the maximum pore throat radius primarily ranged from
0.5 to 4 pm.

Table 3 lists the input and output parameters for a Monte Carlo
simulation. Fig. 6 presents the pore radius distribution calculated
from the probability model (using Eq. (7) at ¢ = 0.14), showing that

Given ¢, and determine
Fmax @Nd Fin
experimentally

Find D; and A, from
Egs. (8) and (9)
respectively

v

Generate a random
number R;, and
calculate r; by Eq. (7)

Y

Yes

Calculate A,, A, and L,
by Egs. (41) and (40)

v

Calculate r.y, tay, Dy
and K by Egs. (30), (31),
(28) and (39) respectively

<>

Yes

i=i+1

Record the final value
of K and the number of
simulations J

v

Finish

[ J

Fig. 4. The flowchart of the Monte Carlo simulation to calculate permeability in fractal
porous media.
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] by Xu et al. (2007)
Proposed semi-empirical model
04 Tian et al. model (2015)

Wang et al. model (2020)
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(c)
@ by Liand He (2005)
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Fig. 5. The predictions using different models and compared with experimental results from
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various sources. (a) The relationship between pressure gradient Vp and boundary layer

thickness h, r = 2.5 um, p = 1 g/cm?, u = 1 mPa-s; (b) The relationship between Vp and the normalized ratio of boundary layer thickness to capillary radius; (c) The relationship

between Vp and normalized boundary layer thickness h*, u = 5 mPa-s; (d) The relationshi

Table 1

p between capillary radius r and h*, Vp = 0.06 MPa/m, u = 2.5 mPa-s.

Correlation coefficients between predictions from different models and experimental data from various sources.

Experimental data source Correlation coefficients R?

Proposed semi-empirical model

Tian et al. model (2015) Wang et al. model (2020)

Xu et al. (2007) 0.789
Wang et al. (2020) 0.968
Li and He (2005) 0.981
Li and He (2005) 0.999

0.779 0.483
0.965 0.985
0.982 0.912
0.707 —0.988

Table 2
Core conventional analysis results.

Core No. Length, cm Diameter, cm Maximum pore radius, pm Minimum pore radius, pm Porosity, % Permeability, mD
1 4.691 2.520 0.92 0.0063 7.7 0.12
2 4.878 2.515 1.21 0.0063 8.6 0.35
3 4.782 3.660 1.47 0.0063 9.8 0.44
4 3.091 3.665 1.92 0.0063 9.5 0.66
5 3.933 3.780 2.13 0.0063 11.2 1.14
6 4.590 2.520 2.45 0.0063 121 1.56
7 3.211 3.640 2.84 0.0063 13.2 221
8 4.950 2.525 3.96 0.0063 9.9 3.27
9 4.384 3.800 3.68 0.0063 14.0 4.22

the number of larger pores is significantly less than that of smaller
pores, which is consistent with the basic theory of fractal geometry.

Fig. 7 displays the distribution of equivalent permeability K
values obtained from 1000 Monte Carlo simulations at a porosity of
¢ = 0.14. It is observed that the simulated K values fluctuate around

3110

an average of 4.55 mD, which is expected due to the randomness in
pore size distribution. Thus, we consider 4.55 mD as the equivalent
permeability value for the sample under a specific number of
simulations.



Y. Zhou, S.-T. Wu, R.-K. Zhu et al.

Petroleum Science 22 (2025) 3101-3118

Table 3
Input and output parameters of the model in one Monte Carlo simulation and their descriptions.
Model Parameter Value Description
Input ¢ 14.0% Porosity
T'max 3.68 pm Maximum pore radius
Tmin 0.0063 pm Minimum pore radius
T 1000 Number of simulations
output D¢ 1.69 Pore fractal dimension
A¢ 1432.15 pm? Cross-sectional area of the cubic REV
Ap 236.32 pm? Generated cumulative pore area
Aj 1688.00 um? Total cross-sectional area of the generated unit cell
Lo 41.08 pm Edge length of the generated unit cell
Tav 0.0154 pm Average capillary radius
Tav 3.96 Average tortuosity
Dt 1.19 Average tortuosity fractal dimension
4 0.021 Dimensionless number
J 54985 Total number of pores generated in one simulation
<K> 4.55 mD Equivalent permeability
s 2.681 Standard deviation
3.0 Table 4 lists the effective permeability and standard deviation
$=14.0% for four typical samples at different simulation counts. It is clear
that when the total number of runs T exceeds 10,000, the effective
25 1 - . . .
permeability values converge, becoming nearly identical to those at
T = 100,000. Therefore, in subsequent work, we consistently use
20 4 T = 10,000 as the number of simulations. Table 4 and Fig. 7 show
g that although pore sizes are randomly selected and permeability
2] predictions fluctuate, performing a sufficient number of simula-
T 159 tions leads to convergent values.
& To validate the effectiveness of the Fractal-Monte Carlo model,
E . the predictive capabilities of different models for the permeability
’ of tight rocks were compared (Fig. 8). Table 5 presents the relative
errors between the calculated and measured values for different
models.
Among these, Yu model (2016) is the classic Fractal-Monte Carlo
model. Although this model demonstrates high accuracy in pre-

T T T T T T

20000 30000 40000 50000
i-th

Fig. 6. The pore radius distribution generated based on FMCM in one simulation at
porosity ¢ = 14%.

20

Above Avg.
Under Avg.
Avg: 4.55 mD

18 4

16

1000

i-th

Fig. 7. The effective permeability predicted using FMCM in 1000 runs of simulations.
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dicting permeability in high-permeability reservoirs (Yu, 2016; Yu
et al., 2005), as shown in Fig. 8 and Tables 5 and it completely
fails in low-permeability reservoirs. The large computational errors
further suggest that the boundary layer effect is a key factor
influencing the permeability of tight reservoirs. The models by
Wang et al. (2017) and Huang et al. (2018) are fractal analytical
models that account for the boundary layer effect in tight reser-
voirs. In their models, the determination of boundary layer thick-
ness still follows the classic Tian et al. (2015) model. As discussed in
Section 5.1.1, the accuracy of the boundary layer thickness calcu-
lated by Tian et al. (2015) decreases with increasing pore radius. A
similar trend is also observed in Fig. 8, where increasing sample
permeability (and average pore radius) leads to higher calculation
errors in the Wang et al. (2017) and Huang et al. (2018) models,
with the maximum relative error exceeding 200%. In contrast, the
effective permeability calculated by the proposed probabilistic
model is closest to the measured value, with the smallest relative
error.

Nevertheless, an objective fact is that the relative error of the
new model remains relatively large, with a few data points
exceeding 20%. This error is attributed to three main factors. First,
the permeability measurement experiment is influenced by various
factors that can cause fluctuations in the results. These factors
include human errors during the experiment, equipment calibra-
tion accuracy, variations in environmental conditions, as well as the
heterogeneity and compactness of the samples. Due to these
various influencing effects, achieving complete accuracy and
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reliability in permeability measurements is challenging, especially
for tight core samples, where precise measurements are even more
difficult. Secondly, during the MICP experiment, samples with a
matrix-supported fine-grained gravel lithology (e.g., samples 1 and
4) may experience crack formation. Matrix-supported fine-grained
gravel consists of small gravel, clay minerals, and sandstone parti-
cles. When subjected to high pressure, the relatively weak cohesion
between the matrix and particles, especially in the gaps between
fine gravel particles, increases the probability of deformation or
rupture during the high-pressure mercury injection process.
Additionally, the particles themselves may undergo local yielding
or failure under high pressure, causing cracks to extend not only
along the surface and edges of the particles, but also into their
interior, forming various types such as gravel-crossing, gravel-
boundary, and intra-gravel cracks (Zhou et al., 2021). As a result, the
maximum pore radius derived from the MICP experiment may be
overestimated, limiting the predictive capability of the model.
Third, the low permeability of the samples (with an average
permeability of only 1.5 mD) also affects the model predictions. It is
known that for high permeability samples, small absolute de-
viations (e.g., a slight change in a single decimal place) typically
lead to small relative errors, which are often negligible. However,
for low permeability samples, the same absolute deviations result
in much larger relative errors, which can notably impact the ac-
curacy of the results. In this case, the average relative errors of other
models are remarkably large, at 68.2%, 121.3%, and 525.9%,
respectively. In contrast, the proposed model demonstrates a high
degree of accuracy, with a much lower average relative error of only
14.4%, significantly smaller than that of other existing models.
Therefore, given the relatively small absolute errors, we consider
the average relative error of 14.4% for the proposed model to be
acceptable.

It should be noted that Table 5 also presents the prediction
performance of the derived fractal analytical model (Eq. (53)).
Although the absolute and relative errors of this analytical model
are considerably smaller than those of other published models, its
prediction accuracy is still lower than that of the fractal probability
model, further confirming the superiority of the latter. As
mentioned in Section 4.2, the accuracy of the analytical model’s
predictions largely depends on precise measurement of the
maximum pore radius, and even slight measurement errors can
cause fluctuations in permeability values. In contrast, the proposed
probability model simultaneously considers the fractal and random
distributions of capillary sizes in real porous media. To some extent,
the “randomness” helps mitigate the impact of measurement errors
in the maximum pore radius. This explains why the Fractal-Monte
Carlo method was chosen for permeability simulation in this study.

5.2. Sensitivity analysis of influencing parameters

A series of parameter sensitivity analyses was conducted to
quantitatively assess the impact of various parameters on the
simulation results. When evaluating the influence of a specific
parameter on the predicted outcomes, other parameters are kept
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constant. This section focuses on examining the factors that affect
the thickness of boundary flow and effective permeability.

5.2.1. Influence analysis of boundary layer thickness

In this work, a semi-empirical model (Eq. (19)) and an analytical
model (Eq. (46)) were proposed for calculating the boundary layer
thickness in Sections 3 and 4.1, respectively. In this part, we first
analyze the influencing factors based on the semi-empirical model.
Fig. 9 reveals the effects of specific mechanical and geometric pa-
rameters on the thickness of the boundary layer within capillaries.
Fig. 9(a) and Eq. (19) indicate that with a fixed fluid type, an in-
crease in pressure gradient leads to a thinner boundary layer, thus
reducing the ratio h/r. As the pressure gradient increases to a
certain level, the thickness of the boundary layer gradually stabi-
lizes. This occurs because at low pressure gradient, the shear forces
between fluids are insufficient to overcome the adhesion of the
pore throat walls and the intermolecular forces among the fluid
molecules. Consequently, this results in significant percolation
resistance, leading to a thicker boundary layer. As the pressure
gradient increases, the shear forces between fluids also increase,
gradually reducing the thickness of the boundary layer (Huang
et al,, 2018). Fig. 9(b) shows that the thickness of the boundary
layer decreases with increasing capillary radius and gradually sta-
bilizes. This is because the smaller the tube radius, the stronger the
nonlinearity of the flow, and the greater the proportion of the
boundary fluid (Li, 2010).

Fluid viscosity also plays a key role in the development of the
boundary layer. Fig. 9(c) shows that under constant density and
pressure gradient, higher viscosity typically increases the boundary
layer thickness, resulting in a higher h/r ratio. This is because a
higher viscosity indicates a greater proportion of polar molecules in
the fluid, which makes the fluid more likely to adhere to the walls

25

@ Proposed model

O Huang et al. model (2018)
Wang et al. model (2017)
Yu model (2016)

20% relative error band

204 x

Calculated permeability, mD

Experimental permeability, mD

Fig. 8. Comparison between permeability results by experimental test and model
calculations.

Table 4

Effective permeability K and standard deviation s under different simulation runs.
Sample porosity, % T=100 T = 1000 T = 10,000 T = 100,000

K, mD S K, mD s K, mD K K, mD s

14.0 4.646 2.884 4,551 2.681 4,512 2.639 4,523 2.632
121 1.675 1.052 1.792 1.028 1.758 1.044 1.754 1.045
9.8 0.542 0.333 0.511 0.310 0.510 0.308 0.510 0.308
7.7 0.153 0.099 0.153 0.091 0.149 0.093 0.151 0.094
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Table 5
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Comparison of calculated and experimental permeability for different models with relative error.

Core No.  Exp., mD  Proposed probability Huang et al. model Wang et al. model (2017)  Yu (2016) model Fractal analytical model
model (2018) (Eq. (53))
Calc, mD  Rel Error,%  Calc, mD  Rel Error,%  Calc, mD  Rel Error,%  Calc, mD  Rel Error,%  Calc, mD  Rel. Error, %

1 0.12 0.149 24.2 0.403 235.8 0.283 135.8 0.91 658.3 0.153 275

2 0.35 0.301 14.0 0411 174 0.595 70.0 1.66 3743 0.302 13.7

3 0.44 0510 15.9 0.524 19.1 1.024 132.7 2.81 538.6 0.517 17.5

4 0.66 0.822 24.5 0.158 76.1 1.366 107.0 4.76 621.2 0.838 27.0

5 1.14 1.223 73 0.465 59.2 2.126 86.5 6.77 493.9 1.239 8.7

6 1.56 1.758 12.7 1.159 25.7 3.267 109.4 9.57 513.5 1.772 13.6

7 2.21 2.545 15.2 2.503 133 5178 134.3 14.27 545.7 2.593 173

8 3.27 3.546 8.4 6.485 98.3 8.72 166.7 19.66 501.2 3.582 9.5

9 4.22 4.512 7.0 7.115 68.7 10.525 149.5 24.75 486.8 4.547 7.8

of the pore throats, thus increasing the thickness of the boundary
layer. Fig. 9(c) and Eq. (19) demonstrate that the ratio h/r is nearly
linearly related to u (h/recu %7°2), which is consistent with the
findings reported by Li and He (2005), Tian et al. (2015, 2016), and
Meng et al. (2018).

Fluid density affects the momentum of the fluid, thereby influ-
encing the development of the boundary layer. Fig. 9(d) reveals that
under constant viscosity and pressure gradient, higher density may
lead to a thinner boundary layer. This is because the increased in-
ertial forces are able to overcome a certain amount of viscous force,
allowing more boundary fluid to participate in the flow. Compared
to other influencing factors, the impact of fluid density on the
boundary layer fluid is relatively mild.

(a)

hir, %

Vp, MPa/m

(c)

hir, %

u, mPa's

Combining Fig. 9(a)—(d), it is evident that the smaller the
capillary radius, the greater the sensitivity of the boundary layer
thickness to changes in different parameters. As the capillary radius
increases, the rate of change in the boundary layer (steepness of the
curve) gradually decreases. This explains why the impact of the
boundary layer can be neglected in conventional reservoirs, but not
in tight reservoirs. Therefore, it is reasonable to conclude that the
dimensionless number { in Eq. (19) encompasses most mechanisms
affecting the thickness of the boundary layer.

Additionally, Fig. 10 analyzes the impact of various microscopic
pore structure parameters on the boundary layer, as described by
Eq. (46). Fig. 10(a) shows the effect of the average tortuosity fractal
dimension on boundary layer thickness for different capillary radii.

(b) 005
—#—— Vp=1MPa/m

—@&—— Vp=2MPa/m

—&—— Vp=3MPa/m

0.04 ~——¥—— Vp=4MPa/m
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r, ym

(d) 8

hir, %

p, glem?®

Fig. 9. Analysis of the factors affecting boundary layer thickness based on Eq. (19). (a) The effect of pressure gradient Vp on the ratio of boundary layer thickness to capillary radius
h/r under different tube radii r, p = 1 g/cm?, u = 1 mPa-s; (b) The effect of r on boundary layer thickness h under different Vp, p = 1 g/cm®, u = 1 mPa-s; (c) The effect of fluid
viscosity u on h/r under different r, p = 1 g/cm?, Vp = 1 MPa/m; (d) The effect of fluid density p on h/r under different r, x = 1 mPa-s, Vp = 1 MPa/m.
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Fig. 10. Analysis of the factors affecting boundary layer thickness based on Eq. (56). (a) The effect of average tortuosity fractal dimension Dr on boundary layer thickness h under
different capillary radii r; (b) The effect of fractal dimension Dr on the ratio of boundary layer thickness to capillary radius h/r under different maximum pore radii rmyay,
Tmin = 0.1 um; (c) The effect of porosity ¢ on h/r under different rmax, 'min = 0.1 pm; (d) The effect of rmax on h/r under different ¢, rmin = 0.01 pm.

The results indicate that the boundary layer thickness increases
with the tortuosity fractal dimension. This is because a higher
tortuosity fractal dimension corresponds to more tortuous flow
paths, which significantly increase the specific surface area of the
reservoir. The larger specific surface area leads to enhanced in-
teractions between solid and liquid molecules, increasing flow
resistance and resulting in a thicker boundary layer.

Fig. 10(b) illustrates that a higher fractal dimension results in a
thinner boundary layer. A larger fractal dimension increases the
pore-filling capacity in the porous media and the probability of
connectivity between the flow paths. Therefore, the increased
complexity of the pore structure facilitates smoother fluid flow,
reducing the thickness of boundary flow. It is also observed that
when the fractal dimension exceeds 1.5, the five curves nearly
coincide. This occurs because, when the fractal dimension is lower,
the number of pores and the porosity are relatively low (Yu et al,,
2014). In this case, the largest pore in the porous media plays a
positive role in reducing overall flow resistance. However, as the
fractal dimension increases, the number of pores increases sharply,
and the influence of the single largest flow path on flow resistance
diminishes. Therefore, when D reaches a certain value, the varia-
tion of h/r with Dr is no longer affected by the maximum pore
radius.

Fig. 10(c) shows a negative correlation between h/r and porosity.
This is expected because, according to Eq. (8), porosity is positively
correlated with Dy, and its influence on the boundary layer follows a
similar trend to that of Dy. Specifically, greater pore space facilitates
fluid flow, reducing the boundary layer effect. In addition, Fig. 10(d)
shows that for dense media (i.e., low porosity), an increase in

maximum pore diameter significantly reduces fluid-wall interac-
tion in the initial stage, thereby enhancing overall permeability.
However, for non-dense media (i.e., high porosity), due to the larger
average pore size and good pore connectivity, the boundary layer
effect is relatively mild. As a result, the effect of maximum pore
radius on the boundary layer is minimal. The above findings reveal
how the reservoir’s microscopic pore structure affects the bound-
ary layer effect.

5.2.2. Influence analysis of permeability

The mechanical parameters discussed in Section 5.2.1 are not
reiterated in Section 5.2.2, as their effects on the thickness of the
boundary layer and permeability are exactly opposite. Fig. 11 re-
veals the influence patterns of additional physical and geometric
parameters on the fluid flow characteristics within capillaries.

The maximum capillary radius rpax is a critical parameter in the
probability model. Given rmax, min, and porosity ¢, the fractal
dimension Dfand pore size distribution of the porous media can be
determined. Fig. 11(a) shows the relationship between effective
permeability and maximum pore radius under different porosities.
It indicates that, with other parameters held constant, effective
permeability increases rapidly as the maximum capillary radius
increases. This is because, on one hand, an increase in rjax leads to a
higher total number of capillaries within the porous media,
significantly enhancing the reservoir’s percolation capacity. On the
other hand, as ryax rises, the impact of the boundary layer gradually
decreases (as shown in Fig. 10(d)).

Fig. 11(b) illustrates the relationship between effective perme-
ability and porosity at different maximum pore radii. As shown in
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Fig. 11. Analysis of the factors affecting permeability, rmin = 0.01 pm. (a) The effect of maximum pore radius rmax on permeability K under different porosity ¢; (b) The effect of ¢ on
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the figure, the positive correlation between permeability and
porosity is a commonly observed fact. The mechanism by which
porosity affects permeability is multifaceted. First, as noted in the
previous section, porosity is positively correlated with the fractal
dimension. According to Eq. (8), in the limiting case, when porosity
¢ approaches 1, Df reaches its maximum value of 2 (in a 2D plane).
Therefore, higher porosity indicates better pore development,
leading to improved flow performance. Second, from Eq. (28), it can
be concluded that Dy decreases as ¢ increases. As ¢ approaches 1,
the medium contains almost no matrix particles, and the flow paths
become straight, causing Dt to reach its minimum value of 1. In
contrast, as ¢ decreases, the number of matrix particles in the
medium gradually increases, increasing the curvature of the flow
paths and flow resistance. Additionally, it can be observed that, at
the same porosity, the media with a larger rpax exhibit stronger
percolation capabilities, which is expected.

Fig. 11(c) shows the relationship between effective permeability
and D at different maximum pore radii. As previously mentioned,
the magnitude of Dy reflects the development of the reservoir’s
porosity. An increase in Dr leads to a higher total number of capil-
laries, which in turn enhances the effective permeability, consistent
with previous research findings (Lahiri, 2021; Wu et al., 2022; Zhou
and Zhao, 2020). It should be noted that permeability is generally
positively correlated with the pore fractal dimension, rather than
the particle fractal dimension. An increase in the particle fractal
dimension results in greater complexity in the pore structure,
which subsequently leads to a decrease in permeability. Therefore,
it is essential to clearly distinguish the object of study when
determining fractal dimensions.
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The effect of Dy on effective permeability is illustrated in
Fig. 11(d). Clearly, a larger Dt indicates greater heterogeneity in the
reservoir, resulting in a reduction in the permeability of the porous
media. The figure also shows that the rate of permeability decrease
with Dr is related to the parameter rmax. Specifically, the larger the
'max, the greater both the rate and extent of permeability decline.
This is because, in dense reservoirs, the contribution of numerous
nano-scale pores to permeability is minimal, whereas the relatively
few micron-scale pores serve as the primary flow spaces and
contribute the majority of the permeability (Lai et al., 2015).

6. Conclusions

In this paper, semi-empirical and theoretical models for the
boundary layer thickness of tight reservoirs are established based
on experimental data and fractal theory, respectively. Subsequently,
permeability predictions are conducted using Monte Carlo simu-
lations. Based on this, the influence mechanisms of various pa-
rameters on the boundary layer and effective permeability are
systematically studied. These analyses provide insights into how
the physical properties and geometric configurations of the reser-
voir affect fluid flow characteristics within capillaries. The related
conclusions are as follows:

(1) Compared to the existing formulas commonly used to
calculate the thickness of the boundary layer, the semi-
empirical formula proposed through dimensional analysis
offers higher computational accuracy and broader applica-
bility. The model integrates various mechanical, physical, and
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geometric parameters influencing the boundary layer into a
dimensionless number, with fewer empirical constants than
the classical formulas, enabling it to better reflect the
mechanisms affecting the thickness of the boundary fluid.

(2) Compared to large pores, the boundary layer effect in small
pores is more pronounced and cannot be ignored. The
boundary layer thickness decreases with increasing pressure
gradient, capillary size, and fluid density, while it shows an
approximately linear positive correlation with fluid viscosity.
Furthermore, it is found that pore structure parameters also
have a significant impact on the boundary layer. A larger
tortuosity fractal dimension results in a thicker boundary
layer, while increases in pore fractal dimension, porosity, and
maximum capillary size reduce the boundary layer effect.

(3) The non-flow boundary layer can significantly reduce the
effective permeability of tight formations. Permeability is
positively correlated with the maximum pore radius,
porosity, and pore fractal dimension, and negatively corre-
lated with the tortuosity fractal dimension. Sensitivity anal-
ysis reveals that the impact of different pore structure
parameters on the permeability of large pores is much
greater than that on small pores. This indicates that the
development of the relatively few large pores is a key factor
in improving overall permeability.

(4) In predicting the permeability for tight reservoir, the pro-
posed Fractal-Monte Carlo probabilistic model exhibits
higher computational accuracy than the theoretical model
based on mono-fractal theory. This indicates that combining
fractal geometry with the Monte Carlo method can expand
the application scope of fractal theory, offering an effective
approach to studying transport mechanisms in tight porous
media.

(5) Compared to traditional numerical algorithms, the current
Fractal-Monte Carlo simulation technique is not constrained
by grid generation, equation discretization, or boundary
condition settings. It is characterized by ease of imple-
mentation and low computational effort. Future research
may focus on the following directions: First, the simulation
algorithm may be further improved to reduce variance and
enhance computational accuracy; Second, this technique
could be extended to analyze other transport properties of
porous media, such as thermal and electrical conductivity, to
improve its versatility and applicability in practical
applications.
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Nomenclature

a; Cross-sectional area of the i-th capillary (um?)

A Total cross-sectional area of the generated unit cell
(um?)

Ap Generated cumulative pore area (um?)

At Cross-sectional area of the cubic REV (um?)

d Euclidean dimension

Ds Pore fractal dimension

Dt Average tortuosity fractal dimension

fd) Probability density function (PDF)

h Boundary layer thickness (um)

hmax Maximum thickness of the boundary layer

h; Boundary layer thickness of the i-th capillary (um)

h* Dimensionless thickness of the boundary layer

h/r Ratio of the boundary layer thickness to the capillary
radius

(h/")max ~Maximum ratio of the boundary layer thickness to the
capillary radius

(h/r)* Normalized ratio of the boundary layer thickness to the
capillary radius

] Total number of capillaries generated in one simulation

K Permeability (mD)

<K> Average effective permeability (mD)

Ki The i-th permeability (mD)

Lo Edge length of the generated unit cell (pm)

L; Actual length of the curved capillary (um)

N Number of capillary tubes

Q Total flow rate through a unit cell (10~° m3/s)

q(r) Flow rate through a single capillary of radius r (1072 m?/
s)

R Random number

Re Reynolds number

R; The i-th random number

R(A) Cumulative distribution function (CDF)

r Pore radius (um)

Tav Average capillary radius (um)

Ti The i-th capillary radius (um)

s standard deviation

T Total number of simulations

v Flow velocity (m/s)

A Pore diameter (um)

Amin Minimum pore diameter (Lm)

Amax Maximum pore diameter (pum)

¢ Porosity (%)

i Fluid viscosity (mPa-s)

Lo Fluid inherent viscosity (mPa-s)

D Fluid density (g/cm?)

4 Dimensionless number

Tav Average tortuosity

Aav Average capillary diameter (um)

Vp Pressure gradient (MPa/m)

Ap Driving pressure difference (MPa)

CT Computed tomography

DPD dissipative particle dynamics

MAPS Modular automated processing system

MICP Mercury injection capillary pressure

NMR Nuclear magnetic resonance

SEM Scanning electron microscope

Appendix A. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.petsci.2025.04.016.
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