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a b s t r a c t

Offshore drilling costs are high, and the downhole environment is even more complex. Improving the
rate of penetration (ROP) can effectively shorten offshore drilling cycles and improve economic benefits.
It is difficult for the current ROP models to guarantee the prediction accuracy and the robustness of the
models at the same time. To address the current issues, a new ROP prediction model was developed in
this study, which considers ROP as a time series signal (ROP signal). The model is based on the time
convolutional network (TCN) framework and integrates ensemble empirical modal decomposition
(EEMD) and Bayesian network causal inference (BN), the model is named EEMD-BN-TCN. Within the
proposed model, the EEMD decomposes the original ROP signal into multiple sets of sub-signals. The BN
determines the causal relationship between the sub-signals and the key physical parameters (weight on
bit and revolutions per minute) and carries out preliminary reconstruction of the sub-signals based on
the causal relationship. The TCN predicts signals reconstructed by BN. When applying this model to an
actual production well, the average absolute percentage error of the EEMD-BN-TCN prediction decreased
from 18.4% with TCN to 9.2%. In addition, compared with other models, the EEMD-BN-TCN can improve
the decomposition signal of ROP by regulating weight on bit and revolutions per minute, ultimately
enhancing ROP.
© 2025 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This

is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
based on the predicted results of ROP to improve ROP, thereby
1. Introduction

Drilling is an important part of oil and gas extraction, and dril-
ling can establish a flow channel for oil and gas from underground
reservoirs to the surface (Gao et al., 2021; Qiu et al., 2023; Fan et al.,
2025). The rate of penetration (ROP) is the main metric to measure
the efficiency of drilling, and the higher the rate of penetration
(ROP) is, the shorter the drilling time is, and the lower the drilling
cost is (Chen et al., 2023; Pei et al., 2024). ROP prediction refers to
predicting the unknown ROP of the next stage based on some
known physical parameters and corresponding ROP. The accurate
prediction of ROP is of great significance for oil and gas extraction.
Drilling workers can adjust some relevant physical parameters
y Elsevier B.V. on behalf of KeAi Co
shortening drilling time and reducing drilling costs (Chen et al.,
2023).

At the present stage, ROP prediction is mainly divided into
empirical model-based prediction and data-driven prediction.
Maurer (1962) obtained an ROP calculation model with physical
parameters such as WOB and bit size as dependent variables
through a combination of experiments and on-site production
analysis. Subsequently, several scholars have also proposed ROP
prediction models applicable to various scenarios based on existing
physical models. These models are mainly obtained by considering
some relevant physical parameters based on existing experience
and specific experiments (Bingham, 1965; Bourgoyne and Young,
1974; Hareland et al., 2010; Liu et al., 2015). The parameters
considered in the model are the ones with higher correlations with
ROP, but it does not mean that only these parameters have higher
correlations with ROP. Traditional empirical models have clear
physical meaning and are convenient for parameter regulation to
improve ROP, but due to the complexity of oil and gas underground
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List of abbreviations

EEMD Ensemble empirical mode decomposition
BN Bayesian network
TCN Temporal convolutional network
EMD Empirical mode decomposition
EEMD-TCN EEMD and TCN fusion model
EEMD-BN-TCN EEMD, BN, and TCN fusion model
MAPE Mean absolute percent error
MAE Mean absolute error
SI Signal importance
PE Permutation entropy
AE Approximate entropy
IMF Intrinsic mode function
WOB Weight on bit
RPM Revolutions per minute
WOB-IMF Reconstructed signals related to WOB
RPM-IMF Reconstructed signals related to RPM
Other-IMF Reconstructed signals related to other parameters
LSTM Long short term memory neural network
RF Random forest
SVR Support vector regression
ANN Artificial neural networks
GBDT Gradient boosting decision trees
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reservoirs and the limited consideration of parameters in empirical
models, the calculation accuracy of these models for ROP is
generally low.

With the development and application of artificial intelligence
technology, several scholars have also established data-driven ROP
prediction models (Husam et al., 2021; Osman et al., 2021; Pang
et al., 2022; Gong et al., 2022; Gan et al., 2023). The data-driven
ROP prediction models can be mainly divided into two categories.
In the first category, conventional machine learning models are
used to predict ROP, such as the ANN model, SVR model, etc.
(Melvin et al., 2019; Brenjkar and Delijani, 2022; Ahmed et al.,
2022). The first category of model is an application of existing
single machine learningmethods. In the second category, improved
machine learning models are used to predict ROP, such as the
optimization of the particle swarm algorithm for the BP neural
network prediction model (Ahmad et al., 2020; Li et al., 2021;
Gamal et al., 2022; Oyedere and Gray, 2020). The second category of
model mainly involves integrating multiple traditional machine-
learning models or improving the algorithm structure of the con-
ventional machine-learning models. For example, the models are
established by improving the structure of existing machine
learning models for predicting ROP (Ahmad et al., 2022a, 2022b;
Gan et al., 2023; Liu et al., 2023). Although the ROP prediction ac-
curacy of data-driven models achieves better performance than
traditional physical models, it is still difficult to ensure both pre-
diction accuracy and robustness simultaneously.

ROP is a parameter that varies with the time the drill bit pen-
etrates the formation, so ROP can be regarded as a time series
signal. The high complexity of ROP signals is the main reason for
their difficulty in prediction. Signal decomposition can reduce the
complexity of the original signal, decompose the complex signal
into multiple groups of data with low complexity and high regu-
larity, and get the final prediction results by predicting each group
of decomposed sub-signals, thus improving the prediction accuracy
(Ouyang et al., 2020; Peng et al., 2020; Zhang et al., 2020; Sun et al.,
2022). After long-term research by domestic and foreign scholars, a
signal decomposition and prediction process has been formed,
which includes decomposition, prediction, and reconstruction
output (Wang et al., 2022a; Li et al., 2023). The signal decomposi-
tion model decomposes the original complex signal into multiple
sets of simple sub-signals. The prediction model predicts each
group of sub-signals. The reconstructionmodel mainly reconstructs
the predicted results of sub-signals to obtain the final output.
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Currently, signal decomposition prediction models are widely used
in the fields of wind power, carbon emissions, etc. but have not
been applied to the prediction of ROP (Hossain et al., 2023; Song
et al., 2023).

The core algorithms of the signal decomposition prediction
model are signal decomposition algorithms and signal prediction
algorithms, so many studies have also improved and analyzed the
above two aspects (Nadirgil, 2023; Wang et al., 2023; Zhang et al.,
2023). For signal decomposition prediction, signal decomposition is
a very important step, and signal decomposition methods can be
divided into two categories, signal decomposition based on specific
basis functions and adaptive signal decomposition (Jiang, 2016).
Signal decomposition based on specific basis functions mainly in-
cludes wavelet transform, Fourier transforms, etc. (Zheng et al.,
2019; Wang et al., 2020). This kind of signal decomposition needs
to determine the basis function, and signal decomposition based on
the basis function, but the signal distribution in the actual engi-
neering is complex, and it is difficult to find a suitable basis func-
tion. Since adaptive signal decomposition does not need to give the
basis function in advance, it is completely based on the signal's
characteristics, so it is widely used in engineering applications
(Evangelidis and Kugiumtzis, 2023; Guo et al., 2023; Musluoglu and
Bertrand, 2023). Empirical modal decomposition (EMD) is an
adaptive signal decomposition method that is very suitable for the
decomposition of non-smooth and nonlinear signals, but the signal
is prone to modal aliasing after the decomposition of this method
(Huang et al., 1998). Wu and Huang (2009) proposed the EEMD
signal decomposition to address the shortcomings of the EMD, and
this decomposition method has been widely used in later engi-
neering practice. The combination of signal decomposition and
machine learning models can effectively improve the prediction
accuracy of time series data, and the robustness of the model is also
enhanced. But there are many sub-signals after decomposition, and
the prediction error of each group of sub-signals will lead to an
increase in the final prediction error to a certain extent, and each
group of sub-signals after decomposition does not have a certain
mapping relationship with the actual physical parameters.

Aiming at the shortcomings of the above ROP prediction and
signal decomposition prediction models, a new ROP prediction
model was developed in this study, which is based on the time
convolutional network (TCN) framework and integrates EEMD and
BN causal inference. The model is named EEMD-BN-TCN. The
model decomposes the ROP signal through EEMD and judges the
causal relationships between the decomposed sub-signals and
some important physical parameters based on BN. The model re-
constructs the decomposed sub-signals into three groups based on
causal relationships and predicts the three groups of signals based
on TCN modeling to obtain the final ROP prediction results.
Compared with other ROP prediction models, this model takes into
account the influence of the sub-signals on the prediction error to
reduce overall prediction error. Moreover, the EEMD-BN-TCN gives
the corresponding relationship between the decomposed signal
and the physical parameters, which can be used to regulate the
important physical parameters to improve the ROP in practical
applications.

2. Methodology

The main purpose of this study is to propose an improved TCN
model (EEMD-BN-TCN) based on EEMD and BN causal inference,
which combines the physical significance of correlated signals
during signal processing and can be used for the prediction of
important parameters in a variety of industrial fields. The EEMD-
BN-TCN is here applied to the prediction of ROP in the process of
oil and gas extraction. The research idea mainly includes data
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collection and processing, modeling, and evaluation of results
(Fig. 1). Data collection and processing include engineering data
collection, data sampling alignment, outlier handling, missing
value handling, data statistical analysis, and feature selection. The
model establishment mainly introduces the EEMD-BN-TCN pre-
diction model proposed in this study, which includes EEMD signal
decomposition, BN causal inference, EEMD-BN signal preliminary
reconstruction, and TCN signal prediction. The EEMD-BN-TCN
model first decomposes a single predicted signal into multiple
sets of predicted sub-signals using the EEMD method. Compared
with the original signal, the decomposed sub-signals have lower
complexity and stronger regularity, which is more conducive to the
prediction model learning laws for prediction. In addition, consid-
ering that some human-controlled parameters often need to be
reasonably regulated according to the prediction model in engi-
neering applications, the EEMD-BN-TCN analyzes the causal rela-
tionship between the sub-signals and the physical parameters
based on the BN causal inference and preliminary reconstructs the
sub-signals based on the causal relationship. The preliminary
reconstructed signals are categorized into signals affected by spe-
cific physical parameters and signals not affected by specific
physical parameters. Finally, based on the TCN model, several
groups of signals reconstructed are predicted separately. In
Fig. 1. Architectur
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practical applications, the changes of the signals affected by specific
physical parameters can be observed according to the regulation of
the specific physical parameters, to derive the change rule of the
overall signals. After completing the decomposition prediction of
the ROP signal, it is necessary to conduct a reasonable evaluation of
the decomposition and prediction results. The evaluation of the
results includes the evaluation of the signal complexity, and the
evaluation of the prediction model, in which the evaluation of the
prediction results is divided into the evaluation of the overall error
and the evaluation of the relationship between the decomposed
signal characteristics and the error.
2.1. Research background and dataset

2.1.1. Research background
Drilling is an important part of oil and gas extraction, which can

build the flow channel between underground oil and gas reservoirs
and the surface. In the drilling process, ROP is the main metric to
measure the drilling efficiency, and ROP affects the drilling cycle
and drilling cost, so it is crucial to improve ROP according to the
prediction model. Oil and gas reservoirs are often located thou-
sands of meters underground, and to extract oil and gas, it is
necessary to break the rocks covering the oil and gas reservoirs (Yan
e of research.



Table 1
Distribution of key parameters.

Symbol Meaning Unit Minimum Maximum

Depth Vertical depth m 2154 3669
WOB Weight on bit ton 1.51 19.45
RPM Revolutions per minute r/min 60 106
SPP Stand pipe pressure MPa 10.23 30.37
T Temperature out �C 19.2 27.5
Mw Density out g/cm3 1.23 1.45
Flow Flow L/min 3676 5140
Tor Torque N$m 5342 47670
ROP Rate of penetration m/h 18.6 92.7
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et al., 2024). During breaking rocks, pressure is applied to the drill
bit, and the drill string connected to the drill bit drives the drill bit
to rotate, thereby breaking the rock (Fig. 2). In this process, the
revolutions per minute (RPM) of the drill string and the weight of
bit (WOB) are the key factors affecting the ROP, and RPM and WOB
are parameters that can be controlled by well-drilling workers.
Therefore, if the sub-signals affected by WOB and RPM can be
separated from the original ROP signal, it will reduce the difficulty
of predicting and improving ROP.

2.1.2. Data collection and processing
The drilling data obtained from the engineering project is very

complicated, and the sampling interval, sampling range, and data
accuracy of different parameters are often very different. In addi-
tion, some of the data recorded in the engineering project may have
abnormal values and missing values. Therefore, it is necessary to
carry out a series of processing of the data obtained from the
project. Moreover, due to the factors of the collection environment
and collection equipment, there are noise values in the collected
data. This study applies wavelet filtering denoising technology to
denoise the collected data. This study focuses on 3273 pieces of
data from an offshore oil well. These data have obvious temporal
characteristics. The distribution range and meaning of different
parameters after data preprocessing are shown in Table 1.

After completing the preprocessing of the data, feature selection
is required. Feature selection is based on Pearson correlation
analysis, Spearman correlation analysis, and gradient boosting de-
cision tree (GBDT) to select physical parameters with high corre-
lation to ROP. GBDT is used for feature selection by gradually
reducing feature parameters to predict ROP. If the prediction error
increases significantly after removing a specific feature parameter,
that feature is considered to have a high correlationwith ROP. In the
prediction process, GBDT uses the mean absolute percentage error
(MAPE) as the prediction error metric (Fig. 3(b)). Through analysis,
it is finally concluded that the large hook load (HL) and bit size (BS)
have lowcorrelations with ROP, and the eight groups of parameters,
namely, Depth, WOB, RPM, SPP, T, Mw, Flow, and Tor have high
correlations with ROP, so the subsequent study is mainly centered
on the above parameters (Fig. 3).

Among these parameters, WOB and RPM are two groups of
parameters that are easy to be regulated by the staff during drilling,
and they are also two groups of parameters with high correlations
with ROP (Fig. 3). Therefore, if the parts affected by WOB and RPM
can be separated from the complex ROP signal and the prediction
models can be established separately, it will be beneficial to
Fig. 2. Drilling process diagram.
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rationally regulate WOB and RPM in real-time when drilling, thus
improving the overall efficiency.

2.2. Signal decomposition and reconstruction model

The EEMD model decomposes the original complex and irreg-
ular ROP signal into multiple sub-signals with low complexity and
high regularity. The decomposed sub-signals make it easier for the
TCN model to learn the intrinsic physical laws from them. If each
group of sub-signals is predicted individually by TCNmodels, it will
face three insurmountable problems: the overall error reduction is
not significant, the computation takes longer, and the sub-signals
lack physical significance. When sub-signals are predicted sepa-
rately, the prediction error of each group of sub-signals will be
accumulated into the final prediction error. Although the overall
prediction error may be reduced compared to directly predicting
the ROP signal through the TCN model, the error reduction is not
significant. The prediction of each group of sub-signals consumes
computational resources and time, so the overall computation time
increases significantly. The decomposed sub-signals lack actual
physical meaning, which makes it impossible to adjust specific
engineering parameters according to the engineering requirements
in combinationwith the prediction model. To solve the above three
problems, this section determines the causal relationship between
the sub-signals and specific physical parameters based on BN causal
inference and initially reconstructs the sub-signals based on the
causal relationship. Therefore, this section mainly includes EEMD
signal decomposition and EEMD-BN signal reconstruction.

2.2.1. Signal decomposition
In EEMD signal decomposition, the original signal is first added

with an equal-length white noise signal (Eq. (1)), and the EEMD
decomposition is carried out for the new signal. The new signal is
decomposed into multiple intrinsic mode function signals (IMF)
and a residual signal (Eq. (2)). The above process needs to be
repeated several times until the residual signal even after decom-
position no longer satisfies the decomposition conditions. The
resulting IMF signals and the residual signal are summed to the
original signal (Eq. (3)). The IMF signals and residual signal can be
collectively referred to as sub-signals of the original signal.

xiðtÞ¼ xðtÞ þ niðtÞ (1)

xiðtÞ¼
XJ

j¼1

Ci;jðtÞþ riðtÞ (2)

xðtÞ¼
XJ

j¼1

CjðtÞþ rðtÞ (3)

where xðtÞ is the original signal, niðtÞ is a noise sequence, xiðtÞ is the



Fig. 3. Feature selection.
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signal sequence after the addition of white noise, Ci;jðtÞ is the IMF
signal decomposed, and riðtÞ is the residual signal, xðtÞ is the
original signal, CjðtÞ is the IMF signal decomposed in the final
decomposition result, and rðtÞ the residual signal remaining in the
final decomposition result.
2.2.2. Signal reconstruction
Signal reconstruction first needs to determine the causal rela-

tionship between sub-signals and specific physical parameters
(WOB and RPM) based on the BN causal inference, and then initially
reconstruct sub-signals based on the causal relationship and the
inverse principle of EEMD decomposition. The BN is formulated as
В ¼ <G ; q> where G ¼ <V ; E> , V denotes the variables, E de-
scribes the relationship between the variables and q quantitatively
describes the relationship between the variables. The В ¼ < G ; q>
is a representation of causal dependencies between variables
X1;X2;…;XT by means of a directed acyclic graph (DAG) (Wang
et al., 2022b; Valverde et al., 2023; Chen et al., 2022). For variable
Xi, if Xj and Xk are its parent nodes (Xj and Xk are the cause variables

of Xi), and Xj and Xk are denoted as the set ZBi . The ZBi is the set
consisting of all the parent nodes of Xi in В, then the conditional
probability of q can be expressed as Eq. (4). Combining the inde-
pendence relation and conditional probability of the BN, then the
joint probability distribution can be expressed as Eq. (5).
Fig. 4. Bayesian network causal relationship diagram.
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qXijZB
i
¼ PB

�
Xi

���ZBi
�

(4)

PðX1;X2;…;XT Þ¼
XT

i¼1

P
�
Xi

���ZBi
�

(5)

Taking Fig. 4 as an example, there are 8 nodes in the graph, the
BN of this graph can be expressed as Eqs. (6)e(8), and the joint
probability distribution can be expressed as Eq. (9) according to the
BN. Eq. (6) represents the set of 8 nodes in the graph structure. Eq.
(7) represents the causal relationships among the 8 nodes, where
X1/X2 indicates that X1 is a causal factor influencing changes in X2.
Eq. (8) represents the set of conditional probabilities for the causal
relationships among the 8 node variables. For example, PðX2jX1;X5Þ
denotes the conditional probability of X2 given the causal param-
eters X1 and X5. Eq. (9) represents the joint probability distribution
of the 8 nodes.

V ¼fX1;X2;X3;X4;X5;X6;X7;X8g (6)

E¼fX1 /X2;X1 /X3;…;X8 /X3g (7)

q¼fPðX1Þ; PðX2jX1;X5Þ; PðX3jX1;X4;X8Þ; PðX4jX1Þ; PðX5jX1Þ;
PðX6jX7Þ; PðX7jX4Þ; PðX8jX6Þg

(8)

PðX1;X2;…;X8Þ¼ PðX1ÞPðX2jX1;X5ÞPðX3jX1;X4;X8Þ…PðX8jX6Þ
(9)

Substituting the component CjðtÞ and residual r(t) after EEMD
decomposition in Eq. (3) into Eq. (6), and substituting the physical
parameters WOB, RPM into Eq. (6) as well, the BN model node
variable set composed of sub-signals and physical parameters can
be represented as Eq. (10), where C1ðtÞ;…;XWOB;XRPM are nodes in
the DAG structure. The causal relationship between the variables
can be expressed as Eq. (11), where XWOB/C1ðtÞ indicates that
WOB is a causal parameter of the sub-signal C1ðtÞ. In the variable
relationship, this study focuses on the relationship between the
decomposed sub-signal and the physical parameters WOB, RPM.
The causal relationship is substituted into Eq. (3) based on Eq. (11)
to obtain three reconstructed signals of the sub-signals after EEMD
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decomposition (Eqs. (12)e(14)). For example, Eq. (12) indicates that
WOB is the causal parameter for C1ðtÞ and C2ðtÞ. Therefore, ac-
cording to the EEMD signal decomposition principle, C1ðtÞ and C2ðtÞ
are summed to obtain WOB-IMF. To prevent signal aliasing, each
sub-signal decomposed by EEMD can only appear in one of the
WOB-IMF, RPM-IMF, or Other-IMF groups. If a sub-signal appears in
the WOB-IMF group, it cannot appear in the other two groups. If a
sub-signal has causal relationships with both WOB and RPM, its
correlation with WOB and RPM is calculated, and it is assigned to
the group with the stronger correlation.

V ¼�
C1ðtÞ;C2ðtÞ;…;CJðtÞ; rðtÞ;XWOB;XRPM

�
(10)

E¼fXWOB/C1ðtÞ;XWOB/C2ðtÞ;…;C2ðtÞ/C4ðtÞ;…g (11)

WOB-IMF ¼ C1ðtÞ þ C2ðtÞ (12)

RPM-IMF ¼ C3ðtÞ þ C4ðtÞ þ rðtÞ (13)

Other-IMF ¼
XJ

j¼5

CjðtÞ (14)
2.3. EEMD-BN-TCN model

Through the signal decomposition of EEMD and the preliminary
reconstruction of the signal, the ROP signal is decomposed and
reconstructed into three groups, namely, RPM-IMF, WOB-IMF, and
Other-IMF. In the ROP prediction modeling, the RPM-IMF, WOB-
IMF, and Other-IMF are predicted separately, and the prediction
results of RPM-IMF, WOB-IMF, and Other-IMF are reconstructed by
EEMD model to get the final prediction results of ROP. Both the
original ROP, WOB-IMF, RPM-IMF, and Other-IMF are signals with
strong temporal sequences, so it is necessary to choose amodel that
can effectively deal with the time series data when selecting the
base model for prediction. TCN takes advantages of the time series
data processing method and the convolutional neural network, and
it has an outstanding advantage in the prediction of the time series
data (Bai et al., 2018). Therefore, the TCN is finally selected in this
study as the base prediction model.

TCN is a convolutional network model that can be used for time
series prediction (Bai et al., 2018; Yang et al., 2023). TCN mainly
includes causal convolution, dilated convolution, and residual block
(Fig. 5), which can effectively solve the prediction problem of
multivariate complex time series. The causal convolution based on
the conventional convolution operation excludes the influence of
future information on the current output to meet the requirements
of time series data. Conventional convolution ignores the time
sequence of data, and the output information in conventional
convolution is not only related to the past information but also
affected by the future information. For time series data, future in-
formation is not known at the current moment, so the current
output depends only on the past input (Eq. (15), Fig. 5). Although
causal convolution takes into account the time sequence of data, its
perceptual domain becomes smaller compared to conventional
convolution. To solve the problem of a limited perceptual domain,
dilated convolution is introduced in the TCN model. Dilated
convolution increases the perceptual domain by interval sampling
the input. When the dilation factor is equal to 1 (d ¼ 1), it indicates
that each piece of information of the input needs to be sampled.
When the dilation factor is equal to 2, the input is sampled at a
sampling interval of 2. When the dilation factor is equal to n, the
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input is sampled at sampling interval of n (Fig. 5). For the sequence
X ¼ fX1;X2;…;XTg and the convolution kernel f , the corresponding
dilated convolution operation can be expressed as Eq. (16). For the
TCN model, the network depth will directly affect the network on
the extraction of features. Deeper convolutional network layers can
enhance the performance of the TCN model, but too many network
layers can also lead to an increase in both the time and spatial
complexity of the network. In addition, complex network layers
may also cause gradient explosions or vanishing gradients. The
residual block can solve these problems to a certain extent (He
et al., 2015). The residual block in TCN consists of two sets of
causal convolution layers, two sets of dilated convolution layers,
two sets of weights normalization layers, two sets of activation
function layers, and a dropout layer (Fig. 5).

For the EEMD-BN-TCN model, it is necessary to build a predic-
tion model based on the labels WOB-IMF, RPM-IMF, and Other-IMF
with the corresponding feature parameters, respectively, and

finally get the prediction results y
�
WOB-IMF, y

�
RPM-IMF, and y

�
Other-IMF.

Substitute the above three sets of prediction results into Eq. (3) to
obtain the final prediction results ~y (Eq. (17)).

~yt ¼ f ðX1;X2;X3;…;Xt�1Þ (15)

FðTÞ¼
Xk�1

i¼0

f ðiÞ$XT�d$i (16)

y
� ¼ y

�
WOB-IMF þ y

�
RPM-IMF þ y

�
Other-IMF (17)

where ~yt is the output at moment t, Xt�1 is the parameter con-
taining the feature information at moment t� 1, f is the optimal
model obtained by fitting, F is the dilated convolution function of X,
d is the dilated factor, k is the filter size, T � d$i accounts for the
direction of the past.

2.4. Model evaluation

The model evaluation includes the evaluation of sub-signal
complexity and the evaluation of prediction results. The evalua-
tion of sub-signal complexity includes the evaluation of signal
complexity after EEMD decomposition and the evaluation of the
relationship between the key physical parameters and the
restructured sub-signals. The assessment of prediction results
mainly evaluates the prediction results of different models and the
impact of different decomposed sub-signal prediction errors on the
overall prediction errors.

2.4.1. Signal complexity evaluation
For machine learning models, the lower the signal complexity,

the better it is for the model to learn its intrinsic laws, so the
complexity of the EEMD decomposed signal needs to be lower than
the complexity of the original ROP signal. The signal reconstruction
is to reconstruct the signals affected byWOB intoWOB-IMF and the
signals affected by RPM into RPM-IMF. So it is necessary to ensure
that the complexity of WOB-IMF, RPM-IMF, and Other-IMF is lower
than the complexity of the original ROP signal. Signal complexity
assessment is performed based on the permutation entropy and
approximate entropy. Permutation entropy is used to calculate the
complexity of the sequence by reordering the vectors in the phase
space through phase space reconstruction of the sequence (Eq. (18)
and Eq. (19)). Approximate entropy has more stable quantization
results for non-smooth and non-linear sequences, and the calcu-
lation of approximate entropy is mainly done by Eq. (20) and Eq.
(21).



Fig. 5. TCN prediction process.
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ln CM

i ðrÞ
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where HPEðmÞ is permutation entropy, m is the embedding
dimension (generally taken as 3e7), pðpkÞ is the probability cor-
responding to one of the permutations, N is the length of the
sequence, ApEnðM; rÞ is the approximation entropy, M is the input
dimension (generally taken as 1 or 2), r is the threshold value, and
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CM
i ðrÞ is the sequence distance function.
After decomposition and reconstruction, the complexity of all

sub-signals must be lower than that of the original ROP signal. In
addition, it is necessary to verify whether the relationship between
the reconstructed signal and physical parameters is reasonable. For
the reconstructed signals, it is necessary to ensure that WOB is only
related toWOB-IMF and RPM is only related to RPM-IMF. The above
relationships are mainly tested through the correlation coefficient,
mutual information test, and chi-square test.
2.4.2. Prediction error evaluation
The error assessment includes the overall prediction errors and

the contribution of individual sub-signal prediction errors to the
overall errors. The error analysis is performed based on the mean
absolute percentage error (MAPE) and R2 (Eq. (22) and Eq. (26)). To
evaluate the relationship between the prediction errors of sub-
signals and the overall prediction errors, this study introduced
the mean absolute error of sub-signal prediction results and the
mean absolute error of the overall prediction results (Eqs.
(23)e(25)).
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where MAPE is the mean absolute percentage error, ~yi is the pre-
dicted value of data point i, yi is the true value of data point i, n is
the total number of data points, MAEj is the mean absolute error of
the sub-signal j, ~yi;j is the predicted value of the sub-signal j at the
data point i, yi;j is the true value of the sub-signal j at the data point
i, MAES is the sum of the mean absolute errors for all the sub-
signals, and MAE is the mean absolute error of final ROP predic-
tion results.
3. Results

This section focuses on the decomposition of the raw ROP by
EEMD (Section 3.1), the reconstruction of the signal based on the
EEMD-BN (Section 3.2), the analysis of the prediction results of
different models (Section 3.3), and the analysis of the effect of the
decomposed sub-signals on the prediction error (Section 3.4).

For the TCN model and the improved TCN models, hyper-
parameters directly affect the prediction accuracy of the model. In
determining the hyperparameters of the TCN model, this study
employed the particle swarm optimization (PSO) algorithm to
optimize the hyperparameters and obtain the best set of parame-
ters. The PSO optimizes TCN hyperparameters by initializing a
swarm of particles, each representing a set of hyperparameters. The
algorithm evaluates their performance based on a defined objective
function, updates the particles' positions and velocities, and iterates
to find the best hyperparameters that minimize the validation loss.
Additionally, considering limited computational resources and the
large number of sub-models, after the PSO algorithm provides the
corresponding hyperparameter combinations, some hyper-
parameters were manually adjusted with minimal impact on pre-
diction accuracy to improve computational efficiency. The main
hyperparameters of the TCN-related models involved in this study
are shown in Table 2.
3.1. Signal decomposition based on EEMD

The EEMD decomposes the original signal into several IMF sig-
nals and a residual signal. Compared with the original signal, the
regularity of the decomposed signal is more obvious. Taking the
data of an offshore oil well as an example, EEMD decomposes the
original signal into seven IMF signals and a residual signal (Fig. 6).
From the perspective of signal stationarity, the seven IMF signals
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are all stationary signals and the residual signal is non-stationary
signals, but the residual signal is a monotonically decreasing
signal with well depth. The original ROP signal is neither a sta-
tionary signal nor a monotonic signal, so the regularity of the
decomposed eight groups of sub-signals is enhanced (Fig. 6).

Fig. 6 shows that the regularity of the sub-signals is enhanced
comparedwith the original signal. To further quantitatively analyze
the difference between the sub-signals and the original signal, this
study evaluates the complexity of the original ROP signal and the
sub-signals by the permutation entropy (Eq. (18)) and the
approximate entropy (Eq. (20)). The value of parameter m in Eq.
(19) is crucial in the calculation of the arrangement entropy, and m
is usually taken from 3 to 7. In the calculation of the approximate
entropy, the main parameters areM and r.M is usually taken from 1
or 2 (Eq. (21)), and r is usually taken from 0.1 to 0.25. For the
calculation of the permutation entropy, it is concluded that the
permutation entropy of the original ROP is the highest regardless of
the value of m, and the permutation entropy of the eight groups of
sub-signals decreases in turn (Fig. 7(a)). For the approximate en-
tropy, the value of approximate entropy and permutation entropy
presents basically the same rule of change. The approximate en-
tropy of the original ROP signal is the highest, and the approximate
entropy of the sub-signals is gradually reduced (Fig. 7(b)). The
complexity of the decomposed sub-signals is lower than the orig-
inal signal, and the complexity of some sub-signals is much lower
than the original signal, so it is relatively easy to apply the machine
learning model to learn the intrinsic law of data from the sub-
signals for prediction. It can be seen that the idea of decomposi-
tion prediction of ROP signals by EEMD is feasible.

3.2. Signal reconstruction based on EEMD-BN

EEMD can decompose the ROP signal into seven IMF signals and
a residual signal. If the eight sub-signals are modeled one by one,
the computational time is long, and the prediction of each sub-
signal has an error. The errors of each sub-signal will accumulate
into the final error, so the individual prediction is not conducive to
the reduction of the overall error. In addition, the eight sub-signals
do not have a good mapping relationship with the physical pa-
rameters related to the ROP. Therefore, if the eight sub-signals are
modeled directly, it is difficult to adjust the physical parameters
according to the prediction models in the actual engineering
applications.

In practical engineering applications, WOB and RPM are pa-
rameters that have a greater impact on ROP (Fig. 3), and the pa-
rameters are two groups of parameters that can be adjusted by
drilling workers. So the eight sub-signals can be categorized into
signals affected by WOB but not by RPM, signals affected by RPM
but not by WOB, and signals affected neither by WOB nor by RPM.
Bayesian causal inference combines Bayesian statistical laws with
causal inference methods and has good results in practical appli-
cations. PCboot and Two-Stage are two typical Bayesian causal
inference methods. Therefore, in determining the relationship be-
tween physical parameters and sub-signals, this study analyzes the
causal relationship between sub-signals andWOB, and RPM by two
Bayesian network causal inferences based on the PCboot and the
Two-Stage. The causal relationships given by the two BN models
are the same, both of which consider RPM as the cause parameter of
IMF5 and IMF6, WOB as the cause parameter of IMF7 and residual,
while the other four sub-signals have no causal relationship with
WOB and RPM (Fig. 8). Therefore, based on the inverse principle of
EEMD, IMF5 and IMF6 are reconstructed as RPM-IMF, IMF7 and
residual are reconstructed as WOB-IMF, and IMF1, IMF2, IMF3, and
IMF4 are reconstructed as Other-IMF (Fig. 9). IMF1, IMF2, IMF3, and
IMF4 are short-period signals influenced by other engineering and



Table 2
Hyperparameters of the prediction models.

Model Convolutional kernel size Number of kernels Dilated factor Input size Output size

TCN 9 80 2 80 5
TCN-IMF1 11 75 2 60 5
TCN-IMF2 11 75 2 60 5
TCN-IMF3 11 75 2 60 5
TCN-IMF4 11 75 2 60 5
TCN-IMF5 9 70 2 50 10
TCN-IMF6 9 70 2 50 10
TCN-IMF7 7 30 2 50 10
TCN-Residual 7 20 2 60 20
TCN-WOB-IMF 9 40 2 80 20
TCN-RPM-IMF 7 40 2 70 10
TCN-Other-IMF 11 60 2 70 10

Fig. 6. The decomposed signals through EEMD.

Fig. 7. Evaluation of signal complexity after EEMD decomposition.
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Fig. 8. Bayesian causal inference.

Fig. 9. Reconstruction of signals based on EEMD-BN.
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geological factors, aside from WOB and RPM.
The reconstructed signals should satisfy two conditions. Firstly,

WOB is only correlated with WOB-IMF, and RPM is only correlated
with RPM-IMF. Secondly, the reconstructed three signals have
lower complexity (lower permutation entropy and approximation
entropy) compared with the original ROP signal. In the analysis of
the correlation between the reconstructed signals and the corre-
sponding physical parameters, themain assessments weremade by
correlation (Pearson correlation, Spearman correlation), mutual
information, and chi-square test. The results of Pearson correlation
and Spearman correlation analysis are the same, and it can be
concluded that WOB shows strong correlation with WOB-IMF,
while the absolute values of the correlation coefficients of WOB
with RPM-IMF and Other-IMF are lower than 0.2, and it can be
assumed that WOB is not correlated with RPM-IMF and Other-IMF
(Fig. 10(a)). For RPM, the correlation coefficients between RPM and
RPM-IMF are greater than 0.5, while the absolute values of the
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correlation coefficients between RPM andWOB-IMF and Other-IMF
are lower than 0.1 (Fig.10(b)). The results of themutual information
test were consistent with the correlation test. The mutual infor-
mation values of WOB andWOB-IMF were much higher than those
of the other two groups, and the mutual information values of RPM
and RPM-IMFweremuch higher than those of the other two groups
(Fig. 10(c)). The P-value of WOB with WOB-IMF in the chi-square
test is lower than 0.05, while the P-values with the other two
groups of signals are higher than 0.2. Therefore, it can be consid-
ered that there is a high confidence that WOB is correlated with
WOB-IMF, while there is a low confidence that WOB is correlated
with the other two groups of signals. The results of the RPM chi-
square test also indicate that RPM is very likely to be correlated
with RPM-IMF (Fig. 10(d)). After comprehensive analysis, it can be
finally determined that WOB is only correlated with WOB-IMF and
not with the other two groups of signals, and RPM is only correlated
with RPM-IMF and not with the other two groups of signals.



Fig. 10. Verification of signal reconstruction results.
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Therefore, in engineering applications, WOB and RPM can be
adjusted separately based on the predictionmodel ofWOB-IMF and
the prediction model of RPM-IMF to optimize ROP.

The reconstructed signals should have lower signal complexity
compared with the original signal. The evaluation of reconstructed
signal complexity is similar to the signal complexity evaluation in
Section 3.1, and the evaluation of this necessary condition is ach-
ieved by the permutation entropy and approximation entropy. By
calculating the permutation entropy and approximate entropy of
the three reconstructed signals, the calculation results show that
the permutation entropy and approximate entropy of the three
reconstructed signals are significantly lower compared with the
original ROP signal. Moreover, the permutation entropy and
approximate entropy of WOB-IMF and RPM-IMF are much lower
than the permutation entropy and approximate entropy of Other-
IMF (Fig. 11).

By verifying the correspondence between the reconstructed
signals and physical parameters, as well as the complexity of the
reconstructed signals, it can be concluded that the reconstructed
signals have a lower complexity and are easier to predict. The
physical meaning of the reconstructed signals is clear, it is easier to
control and optimize parameters through models in practical
2424
applications.

3.3. Prediction results of different models

In this study, based on the TCN prediction model, the EEMD-BN-
TCN prediction model was established by introducing the EEMD
signal decomposition and BN causal inference. This section mainly
analyzes the differences between the prediction results of EEMD-
BN-TCN and those of TCN and EEMD-TCN. Moreover, the predic-
tion results of the EEMD-BN-TCN model were compared and
analyzed with the prediction results from five machine learning
models: random forest (RF), artificial neural network (ANN), sup-
port vector regression (SVR), long short-term memory neural net-
works (LSTM), and GBDT. The selection of hyperparameters for
machine learning models can significantly affect the model's pre-
diction performance. In this study, the hyperparameters for LSTM,
GBDT, SVR, ANN, and RF were all obtained using the PSO algorithm.
The optimization process of some of the main hyperparameters in
the abovemodel is shown in Fig.12, and the optimization process of
other hyperparameters is the same. The specific hyperparameter
combinations of these algorithms are shown in Table 3.

In the EEMD-TCNmodel, the eight sub-signals are first predicted



Fig. 11. Reconstructed signal complexity evaluation.
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based on the TCN to get the prediction results of each sub-signal.
Finally, the prediction results of sub-signals are reconstructed
based on the inverse principle of EEMD to get the prediction results
of the ROP (Fig. 13). The complexity of the signals will seriously
affect the prediction accuracy. The IMF1, IMF2, IMF3, IMF4, IMF5,
IMF6, and IMF7 are stationary signals with gradually decreasing
complexity (Fig. 7), and overall the MAPE of the prediction results
of these seven sub-signals is also gradually decreasing, and the R2 is
gradually increasing (Figs. 13 and 15). The residual signal is a non-
stationary monotonous signal, and the MAPE of residual signal is
the lowest among the eight sub-signals, and R2 is the highest
(Figs. 13 and 15). This phenomenon is mainly because residual is a
simple monotonous decreasing signal, and the complexity of the
residual signal is low compared to the other seven sub-signals. The
accuracy and error of the final ROP prediction depend on the pre-
diction results of the eight sub-signals, but the prediction error is
not a simple superposition of errors of the eight sub-signals. The
MAPE of EEMD-TCN is 13.5% and the R2 of EEMD-TCN is 0.88, while
the MAPE of TCN and R2 of TCN are 18.4% and 0.75, respectively
(Fig. 13). It can be seen that signal decomposition by EEMD can
effectively improve the prediction accuracy of the TCN model
because of the low complexity of the decomposed signal. In addi-
tion, the prediction results of EEMD-TCN are jointly determined by
the prediction results of eight sub-signals, so even if the prediction
accuracy of individual sub-signals is low, it will not have a great
impact on the overall prediction results. So the EEMD-TCN model
has a stronger robustness compared with TCN.

Although the EEMD-TCN model has better prediction perfor-
mance than the TCN model, the prediction error of the final ROP is
jointly determined by the prediction errors of the eight sub-signals,
and each sub-signal contributes to the final prediction error, so the
number of sub-signals affects the prediction error to a certain
extent. The signal reconstruction is carried out by the BN model,
and the eight sub-signals are reconstructed into three sub-signals
(WOB-IMF, RPM-IMF, and Other-IMF), which are modeled and
predicted individually (Fig.14). TheMAPE of the EEMD-BN-TCN and
R2 of the EEMD-BN-TCN are 9.2% and 0.93, respectively. Compared
with EEMD-TCN and TCN, EEMD-BN-TCN had significantly lower
MAPE and higher R2 (Fig. 16(b)). Compared with TCN, the improved
prediction accuracy of EEMD-BN-TCN is mainly due to its decom-
position of the complex ROP signals into the relatively simpleWOB-
IMF, RPM-IMF, and Other-IMF. The higher prediction accuracy of
EEMD-BN-TCN compared with EEMD-TCN is due to the
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reorganization of the eight signals into three, and the sources of
prediction error are changed from eight parts to three parts. The
sources of prediction error are reduced, so the prediction accuracy
is improved. For the prediction results of EEMD-BN-TCN, WOB-IMF
has the highest prediction accuracy among the three sub-signals
(Fig. 16(a)), and it can be seen from the image (Fig. 9) that WOB-
IMF is an approximately monotonous low-frequency signal, and
therefore its prediction difficulty is the lowest. Other-IMF is the one
with the highest error among the three sub-signals (Fig. 16(a)).
Other-IMF is an approximately stationary high-frequency signal,
and the higher frequency of change adds difficulty to the predic-
tion, resulting in a large prediction error for Other-IMF (Fig. 9).

Through the comparative analysis above, it can be concluded
that the prediction error of the model gradually decreases during
the process of continuous improvement. Moreover, whether the
EEMD-BN-TCN model offers advantages over the machine learning
models in existing studies is also an important consideration in this
research. This study compares the EEMD-BN-TCN model with
LSTM, ANN, RF, SVR, and GBDT. The results showed that the error of
the TCN model in directly predicting ROP was slightly lower than
the five machine learning models mentioned above (Figs. 16(b) and
17). The EEMD-BN-TCN model achieves smaller prediction errors
and demonstrates superior predictive performance (Fig. 17).
Compared to other models, EEMD-BN-TCN improves prediction
accuracy by decomposing complex signals into simpler, more reg-
ular signals for analysis and prediction.

3.4. The impact of sub-signals on prediction errors

By EEMD, the complex signal is decomposed into several signals
with lower complexity, and the prediction difficulty of each sub-
signal is greatly reduced compared with the original signal, and
the prediction accuracy is higher. However, for the final prediction
result, each sub-signal will have a prediction error, and these errors
will have an impact on the overall errors. Therefore, this section
mainly analyzes the relationship between prediction errors of the
sub-signals and the final prediction errors and the relationship
between prediction errors of the sub-signals and the signal
complexity.

To intuitively reflect the relationship between the prediction
errors of the sub-signals and the overall prediction errors, Eq. (23)
defines the mean absolute error MAEj of each sub-signal, while the
mean absolute error of the final ROP can be expressed as MAE (Eq.



Fig. 12. PSO optimization of some hyperparameter processes.
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(25)). Through Eq. (23), the sum of the mean absolute errors of the
prediction results of each sub-signal can be known as MAES (Eq.
(24)). To clarify the relationship between MAES and MAE, the
classical triangular inequality (Eq. (27)) is introduced here, which
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still holds when the number of the parameters is increased to any
number. Replacing the parameters of Eq. (27) with Eq. (28) can
obtain Eq. (29) and Eq. (30), and combining Eq. (24) and Eq. (25)
with Eq. (30) can obtain the inequality of Eq. (31). From Eq. (31),
it can be seen that the mean absolute error MAE of the final ROP is
less than or equal to the sum of the mean absolute error MAES of
each sub-signals. The condition that the equal sign of Eq. (31) is
established is that the positive and negative signs of each param-
eter substituted into the triangular inequality are the same, namely,
all the prediction results are greater than the original results or are
less than the original results.

jaþ bj � jaj þ jbj (27)

a¼ ~yi;1 � yi;1; b ¼ ~yi;2 � yi;2 (28)
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MAE � MAES (31)

MAES � MAET (32)

Eq. (31) quantifies the relationship between the sub-signal
prediction errors and the final prediction errors, which also ex-
plains the phenomenon that the prediction errors of the EEMD-TCN
are larger than the EEMD-BN-TCN prediction error. Because the
sum of the final sub-signal errors (MAES) is larger when there are
more sub-signals, the upper limit of the final prediction error in-
creases. Eq. (31) can also be used to initially analyze the reason-
ableness of the decomposed signals. If the mean absolute error of
the TCN direct prediction of ROP is remembered as MAET,
MAES � MAET (Eq. (32)) is a necessary condition for the reason-
ableness of the signal decomposition. When MAES � MAET, it also
meansMAE�MAET, namely, themean absolute error of the EEMD-
TCN will not exceed the mean absolute error of the TCN direct
prediction. All in all, Eq. (32) determines the upper limit of the final
error, so it can serve as a necessary condition for reasonable signal
decomposition.

The MAES of both EEMD-TCN and EEMD-BN-TCN is smaller than
the MAET of TCN, which satisfies Eq. (32), namely, a necessary
condition for decomposition is met (Fig. 18). In the prediction re-
sults of EEMD-TCN, the final mean absolute error is smaller than the
sum of the mean absolute errors of the eight sub-signals, and the
above results satisfy Eq. (32) (Fig. 18). Similarly, the prediction re-
sults of EEMD-BN-TCN also satisfy Eq. (32). The mean absolute er-
rors of different sub-signals are not comparable due to the large
difference in their value ranges, but the threshold widths of the
seven sub-signals (from IMF1 to IMF7) are similar, while the mean
absolute errors are reduced in turn, because the complexity of these
seven sub-signals is reduced in turn (Fig. 18).

According to the prediction results in Section 3.3, it can be
intuitively perceived that the signal complexity has an important
influence on the prediction accuracy (Figs. 7 and 15, Figs.11 and 16).
In this study, the signal complexity is mainly quantitatively



Table 3
Determination of machine learning algorithm hyperparameters.

Method Range of hyperparameter Hyperparameter

LSTM Learning rate ¼ [0.001, 0.3], Hidden units ¼ [16, 1024] Number of layers ¼ 3, Learning rate ¼ 0.016, Hidden units¼(64, 128, 256)
GBDT Number of trees ¼ [25, 500], Learning rate ¼ [0.001,0.3], Max depth ¼ [1,20] Number of trees ¼ 135, Learning rate ¼ 0.01, Max depth ¼ 8, Subsample ¼ 0.9
SVR Epsilon ¼ [0.01, 0.5], Regularization parameter ¼ [0.01, 100] Kernel ¼ 'rbf', Epsilon ¼ 0.2, Regularization parameter ¼ 10
ANN Learning rate ¼ [0.001, 0.3], Hidden units ¼ [16, 1024] Number of layers ¼ 4, Learning rate ¼ 0.008, Hidden units¼(64, 128, 256, 64)
RF Number of trees ¼ [10, 500], Max depth ¼ [1, 50], Min samples split ¼ [1, 20] Number of trees ¼ 105, Max depth ¼ 8, Min samples split ¼ 6

Fig. 13. Prediction results of the EEMD-TCN.
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Fig. 14. Comparison of prediction results of multiple models.

Fig. 15. Prediction errors of the EEMD-TCN.
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described by the permutation entropy and the approximate en-
tropy, while the prediction accuracy is mainly quantitatively
described by theMAPE and the R2. Therefore, we focus on analyzing
the relationship between the permutation entropy, approximation
entropy and errors (MAPE and R2) for each sub-signal. The main
parameter of permutation entropy (m) is taken as 5, while the main
parameters of approximation entropy (M and r) are taken as 2 and
0.1, respectively.

In general, there is a positive correlation between MAPE and
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signal complexity (permutation entropy and approximation en-
tropy), indicating that higher permutation entropy and approxi-
mation entropy values correspond to larger MAPE values (Fig. 19).
The negative correlation is shown between the R2 and the signal
complexity (arrangement entropy and approximation entropy),
indicating that higher permutation entropy and approximation
entropy values correspond to lower R2 values (Fig. 19). Among the
11 sub-signals of EEMD-TCN and EEMD-BN-TCN, the MAPE of re-
sidual andWOB-IMF is lower than the other sub-signals, and the R2

of residual and WOB-IMF is higher than the other sub-signals
(Fig. 19). The frequency of residual and WOB-IMF is the lowest of
these sub-signals, and residual is a monotonous signal, whileWOB-
IMF is also approximately monotonous. This shows that monotonic
low-frequency signals have lower signal complexity, and the pre-
diction accuracy is high because of their lower complexity.

The EEMD-BN-TCNmodel ensures low prediction error, which is
directly related to the complexity of the signals. The final prediction
result of the EEMD-BN-TCN model is obtained by separately pre-
dicting the WOB-IMF, RPM-IMF, and Other-IMF components. Since
the signal complexity of WOB-IMF and RPM-IMF is relatively low,
their prediction errors are also smaller (Fig. 19). Although the signal
complexity of Other-IMF is higher, its signal amplitude is very small
(Fig. 9), meaning the final prediction result is primarily determined
by WOB-IMF and RPM-IMF. Even if the prediction error of Other-
IMF is relatively large, its impact on the final ROP prediction
result is minimal. This is a key factor contributing to the high ac-
curacy of the EEMD-BN-TCN model.



Fig. 16. EEMD-BN-TCN and other model prediction error.

Fig. 17. Comparison of prediction errors between the EEMD-BN-TCNN and other
models.

Fig. 18. Absolute errors of prediction results.
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4. Discussion

4.1. The influence of signal attributes on prediction results

The sub-signals after EEMD decomposition show different
characteristics, and the frequency and amplitude of sub-signals are
different (Figs. 6 and 9). The difficulty of signal prediction varies
with different time-frequency characteristics, and the influence of
sub-signals with different time-frequency characteristics on the
final prediction results also varies. In this section, the time-
frequency analysis of the sub-signals is first performed by
wavelet transform, and the importance of different sub-signals for
final ROP prediction is analyzed by the signal importance defined in
this section.

Wavelet transform can realize the time-frequency trans-
formation of the signals, to obtain the time-frequency character-
istics of the signals. The time-frequency analysis is carried out on
the signals through the wavelet transform, in which the maximum
frequencies of IMF1, IMF2, IMF3, and IMF4 are all over 100 Hz, while
the maximum frequencies of the residual signal, IMF5, IMF6, and
IMF7 are all below 100 Hz (Fig. 20). For the time-frequency varia-
tion of each signal, the signal intensity (amplitude of the z-axis) in
its low-frequency region is greater than that in the high-frequency
region, namely, the main information is stored by the regionwith a
relatively low frequency. Among the eight sub-signals of EEMD, the
maximum intensity of the residual signal is the highest, followed by
the maximum signal intensity of IMF6. For the EEMD-TCN, the
prediction results of residual and IMF6 have the greatest impact on
the final prediction results (Fig. 20). For the reconstructed signals
by the EEMD-BN, the frequency of the Other-IMF is higher than that
of the WOB-IMF and RPM-IMF, but its signal strength is overall
lower than that of the WOB-IMF and RPM-IMF (Fig. 21). The signal
strength of WOB-IMF is the largest, which shows the final predic-
tion results aremainly determined by the prediction result ofWOB-
IMF, followed by the prediction result of RPM-IMF, while Other-IMF
has the least influence on the final prediction result.

Time-frequency analysis based on wavelet transform can intui-
tively determine the impact of different sub-signals on the final
prediction results, but it cannot quantitatively analyze the above
relationship. To quantify the degree of importance of each sub-
signal for the final results, the signal importance (SI) is defined in



Fig. 19. Signal complexity and prediction accuracy.
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this study. Taking the prediction results of EEMD-TCN as an
example, one sub-signal is reduced each time, and the prediction
results of the remaining seven sub-signals are reconstructed into
the final prediction results of the ROP signal. At this point, the
absolute relative error of the ROP prediction result can be expressed
as Eq. (33). If the absolute relative error significantly increases after
reducing a certain sub-signal, it can be considered that the sub-
signal has a significant impact on the final prediction result. The
signal importance of sub-signals based on absolute relative error is
defined by Eq. (34), and the average signal importance of sub-
signals is defined by Eq. (35).

AREk;i ¼

����������

Pk�1

j¼1
~yj;i þ

Pm
j¼kþ1

~yj;i � yi

yi

����������
� 100% (33)

SIk;i ¼
AREk;i

Pm
k¼1

AREk;i

(34)
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MSIk ¼

Pn
i¼1

SIk;i

Pm
k¼1

Pn
i¼1

SIk;i

(35)

where AREk;i is the absolute relative error of the prediction result
after removing the prediction result of the sub-signal k, ~yj;i is the
prediction result of the sub-signal j, m is the total number of sub-
signals (for EEMD-TCN and EEMD-BN-TCN, it is 8 and 3, respec-
tively), yi is the real result, SIk;i is the signal importance of the sub-
signal k, andMSIk is themean signal importance of the sub-signal k.

For the eight sub-signals after the EEMD-TCN decomposition,
the residual signal has the greatest impact on the final prediction
results, followed by IMF7, IMF6, and IMF5 (Fig. 24(a)). This is
consistent with the results of the wavelet transform time-
frequency analysis, indicating that the final prediction results are
mainly determined by four signals with lower frequencies (Figs. 20
and 24(a)). For the data at different depths, the importance is also
different. IMF1, IMF2, IMF3, IMF4, and IMF6 have very low impor-
tance for the data at deeper depths (from 3300 to 3669 m), while
residual and IMF7 have high importance for the data at the above
depths, so it can be seen that the prediction results of the data at
the above depths are mainly determined by IMF7 and residual
(Fig. 22). IMF5 has the highest importance for the data from 2154 to
2493m, and IMF5mainly affects the prediction accuracy of the data
at the above depths, while it has less effect on the other data.



Fig. 20. EEMD decomposition signal time-frequency analysis.

Fig. 21. Time-frequency analysis of EEMD-BN reconstructed signals.
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Therefore, for the EEMD-TCN model, the prediction accuracy of the
residual should be considered first. For IMF5, the prediction accu-
racy of the data with shallow depths is mainly considered. IMF7
mainly affects the prediction accuracy of the data from 3300 to
3669m (deeper depth), IMF6mainly affects the prediction accuracy
of the data from 3300 to 3669m (deeper depth), while IMF4mainly
affects the prediction accuracy of the data from 3200 to 3300 m
(moderate depth).
2431
For the EEMD-BN-TCN, the WOB-IMF has the highest impor-
tance with an average signal importance of 82.6%, while the RPM-
IMF and Other-IMF have an average signal importance of 9.3% and
8.1%, respectively (Fig. 24(b)). The WOB-IMF is more important for
data at all depths, and the RPM-IMF ismore important for data from
2154 to 2493 m, while Other-IMF is more important for data from
2564 to 3276 m (Fig. 23). Therefore, for the EEMD-BN-TCN, the
prediction accuracy of WOB-IMF should be ensured firstly. For



Fig. 22. Parallel plot of EEMD-TCN signal importance analysis.

Fig. 23. Parallel plot of EEMD-BN-TCN signal importance analysis.

Fig. 24. Analysis of the importance of different signals.
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RPM-IMF, the prediction accuracy of data with shallower well
depths should be given special consideration, while Other-IMF
should especially consider the prediction accuracy of data with
centered well depths.

In conclusion, the prediction results of different sub-signals
have different degrees of influence on the prediction results of
2432
the final ROP. Overall, the low-frequency signals have a greater
influence on the final prediction results, while the same signal has a
different degree of influence on the final prediction results of the
data at different depths.



Fig. 25. Regulation of WOB and RPM to optimize ROP at well depth 3401 m.
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4.2. The significance of the model in regulating physical parameters

WOB and RPM are two parameters that are highly correlated
with ROP, and they are also two parameters that can be artificially
2433
regulated during the construction process. SoWOB and RPM can be
regulated according to the EEMD-BN-TCN model, so that ROP can
be improved during drilling, and the drilling cost can be reduced.
For the EEMD-BN-TCN model, since the WOB is only related to the
WOB-IMF, only the change of WOB-IMF needs to be paid attention
towhen regulating theWOB. Similarly, only the change of RPM-IMF
needs to be paid attention to when regulating the RPM. The final
optimization result of ROP is determined by the optimization re-
sults of WOB-IMF and RPM-IMF together. The Other-IMF is not
optimized, but the final optimized ROP is composed of the unop-
timized Other-IMF together, the optimized WOB-IMF, and the
optimized RPM-IMF.

Taking the data from well depths of 3400 and 3600 m as ex-
amples, based on the EEMD-BN-TCN model, WOB-IMF and RPM-
IMF were optimized by regulating WOB and RPM to achieve ROP
optimization. WOB-IMF reaches 37.6 when WOB is 15.5 ton, and
then the ROP is increased to 48.4 m/h (Fig. 25(a)). When RPM is
regulated at 96 r/min, RPM-IMF reaches 5.0, and then the ROP is
increased to 45.3 m/h (Fig. 25(b)). For the above data, WOB regu-
lation has a greater impact on ROP compared to RPM regulation.
When WOB and RPM are regulated simultaneously, the ROP in-
creases to 48.5 m/hwhenWOB and RPM are 14.5 ton and 102 r/min
respectively, while the original ROP here is 34.8 m/h (Fig. 25(c)). For
the data at the depth of 3660 m, whenWOB and RPM are regulated
separately, the ROP can be increased to 27.1 and 26.8 m/h, respec-
tively, and the final ROP can be increased to 28.4 m/h when WOB
and RPM are regulated at the same time, while the original ROP
here is 23.1 m/h. This shows that regulatingWOB and RPMwith the
help of the EEMD-BN-TCN model can effectively improve ROP, thus
saving drilling time and drilling costs. In the process of regulation,
the increase of ROP is more obvious by regulating WOB, therefore,
in the subsequent regulation, the main focus is to optimize WOB-
IMF by regulating WOB to improve ROP, while the RPM regula-
tion is auxiliary (see Fig. 26).

The previous analysis focused on optimizing ROP by regulating
WOB and RPM for individual data. However, for drilling wells,
increasing ROP at a certain depth does not change the overall
drilling time significantly, so here a piece of continuous data is
selected to analyze the change of ROP by regulating WOB and RPM.
In the ten sets of data in the range of 3401e3410 m, the range of
WOB-IMF predicted and RPM-IMF predicted are 32e35 and 3e5,
respectively, and the corresponding range ROP predicted is from 38
to 46m/h. After optimization, the range ofWOB-IMF, RPM-IMF, and
ROP is 36e38, 4e5, and 42e49 m/h, respectively (Fig. 27). Overall,
for the ten sets of data in the range of 3401e3410 m, WOB-IMF and
RPM-IMF can be effectively improved by regulating WOB and RPM,
respectively, and finally ROP is also significantly optimized. For the
well depth from 3651 to 3660 m, the ROP is generally lower, so we
want to improve the ROP by regulating WOB and RPM. Regulating
WOB improves the WOB-IMF (Fig. 28(a)), and the RPM-IMF im-
proves less after regulating RPM (Fig. 28(b)), which shows that the
effect of WOB on the ROP is greater than the effect of RPM on the
ROP. For the above data, the RPM is mainly distributed in 87e102 r/
min, while the WOB is mainly distributed in 5.7e9.2 ton. The RPM
approaches the optimal RPM, while the WOB still has a certain
range from the optimalWOB, so the effect of regulating theWOB on
the final ROP is more obvious.

5. Conclusion and limitations

5.1. Conclusion

In this study, the TCN prediction model is improved based on
EEMD signal decomposition and BN causal inference, and the
EEMD-BN-TCN prediction model adapted to parameters regulation



Fig. 26. Regulation of WOB and RPM to optimize ROP at well depth 3660 m.
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for engineering applications is proposed. The EEMD-BN-TCNmodel
has three main characteristics compared with the conventional
prediction model. Firstly, the model decomposes the complex sig-
nals into signals with lower complexity and obvious regularity, and
2434
an evaluation method for signal complexity is proposed. Secondly,
the model analyzes the correspondence between the sub-signals
and some important physical parameters through causal infer-
ence and initially reconstructs the sub-signals according to the
analysis results. Thirdly, the model includes several sub-models,
which have good correspondence with the actual physical param-
eters. In practical engineering applications, WOB and RPM can be
adjusted independently. WhenWOB is adjusted, only theWOB-IMF
changes (The same applies to RPM). Therefore, it is possible to
optimize ROP by independently adjusting WOB and RPM without
considering parameter coupling. This approach can effectively
shorten the drilling cycle and reduce drilling costs. The following
conclusions are drawn from the study.

(1) EEMD decomposition can reduce the complexity of the
original signal, and the decomposed signal often possesses
stationarity, periodicity, or monotonicity, which makes it
easier for the TCN model to learn the intrinsic laws of the
signal and improve the prediction accuracy. For each sub-
signal, the lower its complexity the lower the prediction
error.

(2) BN causal inference combines the signals related toWOB and
RPM to obtainWOB-IMF, RPM-IMF, and the rest of the signals
are combined as Other-IMF, which reconstructs the eight
sub-signals originally obtained from the decomposition into
three sub-signals. Compared with EEMD-TCN, EEMD-BN-
TCN reduces the sources of error of the final ROP prediction
results from eight to three ways, which further improves the
prediction accuracy.

(3) For the EEMD-TCN model, the most important sub-signal for
the final ROP prediction is the residual signal. For the EEMD-
BN-TCN model, the sub-signal with the greatest influence on
the final prediction is WOB-IMF. In addition, the same sub-
signal has different importance for data at different depths.
According to this rule, corresponding adjustments can be
made to differentmodels of sub-signals at different depths to
improve prediction accuracy.

(4) Based on the EEMD-BN-TCN model, the regulation of key
physical parameters WOB and RPM can effectively improve
the WOB-IMF and RPM-IMF, and thus improve the ROP. The
above two sets of parameters are regulated independently,
which makes it more convenient for industrial applications,
and the regulation of WOB has a greater impact on the
improvement of the ROP in general.
5.2. Limitations and future work

This study proposes the EEMD-BN-TCN method, which sepa-
rates the signals related to WOB and RPM from the original ROP
signal by signal decomposition and reconstruction. By adjusting
WOB and RPM, the WOB-IMF and RPM-IMF are optimized, thereby
improving the ROP. This method has high practical value, but due to
some objective factors such as research conditions, data collection,
and computational power, this study also has certain limitations.

To ensure the model's real-time prediction performance while
drilling, the consideration of geological parameters was somewhat
limited in this study. Additionally, in the process of optimizing ROP
by adjusting physical parameters, this study only considered
adjusting WOB and RPM for the sake of practical engineering ap-
plications. However, other engineering parameters, such as drilling
fluid density, can also be adjusted. The control of drilling fluid
density, though, may lead to wellbore stability issues, which is why
it was not considered in this study. Furthermore, the EEMD signal
decomposition requires the introduction of white noise. Although



Fig. 27. The data of 3401e3410 m by regulating WOB and RPM to optimize ROP.

Fig. 28. The data of 3651e3660 m by regulating WOB and RPM to optimize ROP.
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the amplitude of the white noise is small and its effect on the re-
sults is negligible, it is still an important factor influencing the
prediction outcome. This study assumes that the impact of white
noise on the results can be ignored. Moreover, the decomposition
and prediction process requires significant computational time,
which affects the real-time performance of the model. Finally, this
study mainly focuses on ROP prediction for vertical wells. However,
for inclined wells, horizontal wells, and other types, ROP prediction
is more complex. The proposed method can serve as a reference,
but it cannot be directly applied. Even for vertical wells, the model
needs to be appropriately adjusted for different strata.

In future work, We will consider incorporating some while
drilling logging data to improve the accuracy of the prediction re-
sults, and also adjust the drilling fluid parameters in combination
with wellbore stability. During the decomposition process, we will
consider incorporating physical factors into the signal decomposi-
tion process to ensure that the decomposed signals align more
closely with the variation patterns of specific physical parameters,
facilitating parameter control. This can also reduce the number of
sub-signals obtained from the signal decomposition, thereby
improving computational efficiency to some extent.
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