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ABSTRACT

With policy support for carbon capture, utilization, and storage (CCUS), an integrated approach that
combines energy storage fracturing, CO;-enhanced oil recovery (EOR), and storage emerges as a
promising direction for the shale oil industry. The process of energy storage fracturing induces significant
changes in the pressure and saturation of the medium. However, conventional simulations often over-
look the effects of fracturing and shut-in operations on the seepage field and production performance.
Furthermore, fractured shale reservoirs exhibit complex non-Darcy flow characteristics due to intricate
pore structures and multi-scale porous media. A comprehensive understanding of flow mechanisms is
essential for effective reservoir development and CO storage. This study establishes a multi-component
simulation model that encompasses the life-cycle of fracturing, shut-in, production, and CO, huff-n-puff
processes, thereby ensuring the continuity of the seepage field. The model accounts for the effect of
nano-confinement on phase behavior by modifying the equation of state. Furthermore, the flux term is
adjusted to incorporate Maxwell—Stefan diffusion, pre-/post-Darcy flow, and stress sensitivity. The
embedded discrete fracture model (EDFM) is employed to simulate multiphase flow within multi-scale
media, and the results from the validation model align satisfactorily with those derived from ECLIPSE.
Mechanism analysis indicates that the interaction of multiple mechanisms significantly influences both
production and storage performance. Under the multi-mechanism coupling, the cumulative oil pro-
duction increased by 12.01%, while the utilization and storage factors increased by 62.93% and 8.93%,
respectively. The role of molecular diffusion in shale oil reservoirs may be overstated, contributing only a
0.26% enhancement in oil production. Simulation results show that the energy storage fracturing strategy
can increase oil production and net present value by 12.47% and 15.07%, respectively. Sensitivity analysis
indicates that the CO; injection rate is the main factor affecting the recovery factor, followed by CO,
injection time and the number of cycles, with fracturing fluid volume having the least impact. This study
develops a multi-process, multi-mechanism simulation framework for multi-scale shale oil reservoirs.
This framework provides a robust evaluation system for CCUS-EOR, facilitating informed decision-
making in fracturing stimulation, development planning, and parameter optimization.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
4.0/).
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1. Introduction

Shale oil is abundant in resources, and its economical and effi-
cient exploitation can help alleviate current energy shortages
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throats (from micrometers to nanometers) and ultra-low perme-
ability (from micro-Darcy to nano-Darcy). Therefore, multi-stage
fractured horizontal wells (MFHWs) technology is used to obtain
industrial production capacity (Zhao et al., 2023). Due to the
characteristics of reservoirs, production rates decline rapidly in
later stages, and the primary recovery is low, particularly when the
original formation energy is insufficient (Wang et al., 2017).
Therefore, improving the recovery factor of shale oil reservoirs is of
crucial for extending the production cycle.

The main energy supplementation methods in shale reservoirs
are energy storage fracturing and CO,-EOR (tertiary recovery).
Studies indicate that energy storage fracturing can mitigate pro-
duction decline rates when compared to immediate flowback post-
fracturing (Zhang et al., 2017). Furthermore, existing studies sug-
gest that CO, huff-n-puff more applies to shale reservoirs than
continuous CO; flooding and CO, water-alternating-gas (Liu et al.,
2023). Recent pilot tests have confirmed the feasibility of CO;
huff-n-puff in shale oil reservoirs for enhancing oil recovery while
also achieving carbon sequestration (Zhao et al., 2022). The detailed
mechanism of CO, recovery and storage in shale reservoirs is
referred to the work of Hu et al. (2023).

The injection of fracturing fluid during the fracturing period and
oil—water replacement during the shut-in period significantly
affect the pressure and saturation distribution before production
(Sheng et al., 2023a). However, existing CO, huff-n-puff simulations
rarely consider the effects of fracturing and shut-in periods on the
seepage field and production performance. Therefore, it is neces-
sary to establish an integrated simulation model for the life-cycle of
fracturing, shut-in, production, and CO, huff-n-puff to accurately
evaluate production and storage performance.
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In recent years, researchers have made many achievements in
the integrated modeling of fracturing, shut-in, and production
(Fakcharoenphol et al., 2016). Wang et al. (2022) established a
multi-process oil—water black oil model for fracturing, shut-in, and
production in shale oil reservoirs. The purpose is to determine the
optimal shut-in time after multi-stage multi-cluster fracturing.
However, the model used the equivalent property method to
characterize fractures, which posed challenges in accurately
capturing the flow relationship between the matrix and the frac-
tures. Sheng et al. (2023a) developed an integrated gas—water
model for shale gas reservoir fracturing, shut-in, and production.
The model used the DPDK-EDFM to characterize the multiple me-
dia, including the organic matrix, inorganic matrix, and natural/
hydraulic fractures. However, so far, there is no literature that can
achieve integrated simulation of energy storage fracturing and CO,
huff-n-puff.

The full-cycle simulation faces two significant challenges. The
first challenge is the physical mechanism during energy storage
fracturing period. Numerous fracture propagation models exist to
calculate fracture length and aperture. These models include two-
dimensional (2D) planar fracture propagation models, such as the
Perkins—Khristianovic—Nordgren =~ (PKN) model and the
Khristianovic—Geertsma—De Klerk (KGD) model (Geertsma and De
Klerk, 1969). Additionally, there are also 2D fracture network
models, like the lightning breakdown simulation model (Sheng
et al., 2023b). Dontsov and Peirce (2017) developed a 3D fracture
propagation model that considers viscous, toughness, and leak-off
effects. During the shut-in period, the high-energy fracturing
fluid migrates into the matrix, which enhances formation energy
and alleviate the water-locking effect (Zhang et al, 2017).
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Fig. 1. The multi-mechanism coupling model for fractured shale oil reservoirs. (a) MFHWs model (Inversion method is based on the theory of Sheng et al. (2024)); (b) conceptual
pore network model (Alharthy et al., 2013); (¢) schematic of multi-component diffusion; (d) Darcy flow and post-Darcy flow within the fracture domain (Niu et al., 2022; Shao et al.,
2020); (e) schematic of fluid distribution in a capillary tube (Cheng et al., 2023); (f) schematic of proppant embedment (Chen et al., 2017); (g) schematic of Gangi's model (Wasaki

and Akkutlu, 2015).
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Fig. 2. Schematic of physical models at different scales: (a) bi-wing fracture model at the macroscale (Yu et al., 2018); (b) hydraulic/natural fracture network model at the mesoscale
(Yu et al., 2018); (c) organic/inorganic matter model at the microscale; (d) schematic of nanopore fluid transport in organic matter at the nanoscale (Javadpour, 2009).

Furthermore, the fracture dynamics resulting from partial closure
impact production behavior (Zhang and Emami-Meybodi, 2020a).
Zhang and Emami-Meybodi (2020b) used a robust semi-analytical
model for accurate characterization. To further consider the frac-
ture damage effect, Zhang et al. (2024) proposed an innovative
type-curve method to estimate fracture properties. This method
showed a much closer match with flowback history and more ac-
curate interpretation results than previous methods.

The second challenge is the multi-mechanism coupling in the
development process of shale oil reservoirs, as illustrated in Fig. 1.
For the single-factor mechanism, current theoretical understanding
of the nano-confinement effect (Yu et al., 2019), pre-Darcy flow
(Wang et al., 2020), post-Darcy flow (Azin and Izadpanahi, 2022),
and stress sensitivity (Wang and Fidelibus, 2021) is relatively well-
established, thus further elaboration is unnecessary. In shale gas
reservoirs, the contribution of the diffusive flux to the total flux can
be significant. However, the role of diffusion in oil-dominated shale
reservoirs needs to be further evaluated. Sun et al. (2016) argued
that molecular diffusion has little impact on the increase of pro-
duction during CO, huff-n-puffin shale oil reservoirs. There are two
main methods for addressing multi-mechanism coupling. The first
category is the apparent permeability method (APM). For instance,
Wau et al. (2016) developed a unified model for gas transfer coupling
different gas-transfer mechanisms in nanopores. This model sum-
marizes the effects of adsorption/desorption, slippage, Knudsen
diffusion, surface diffusion, and stress sensitivity as changes in
permeability. However, the APM method is typically applicable to
single-component shale or coal rock gas (Rezaveisi et al., 2014). The
second category is the direct modification method (DMM), which is
a general method. Wang et al. (2024) established a multi-
mechanism model for continuous CO, flooding and storage in
shale oil reservoirs. The model considers the influence of nano-pore
structure on fluid phase behavior by modifying the equation of
state, and modifies the multi-component conservation equation to
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consider stress sensitivity and molecular diffusion. However, this
model overlooks the significant differences in stress sensitivity
between the matrix and hydraulic fracture media, using a single
stress sensitivity mechanism to capture the pressure dependency.
Moreover, the model does not consider the pre-Darcy flow in the
matrix and post-Darcy flow in the fractures.

In response to the above challenges, this work developed a life-
cycle multi-component simulation model that integrates a multi-
continuous process, including fracturing, shut-in, depletion

Fig. 3. Sketch of a bi-wing constant height hydraulic fracture (Zia and Lecampion,
2017).
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production, and CO, huff-n-puff. Additionally, it incorporated a
multi-mechanism framework that accounts for the nano-
confinement effect, molecular diffusion, pre-/post-Darcy flow, and
stress sensitivity. The model used the PKN-EDFM approach to
characterize and simulate multi-stage, multi-cluster fractures in
shale oil reservoirs. This model establishes a robust framework for
accurately evaluating production and storage performance in
CCUS-EOR processes. Section 2 details the methodology, including
the introduction of the physical model, the physical mechanism of
the full-cycle process, the construction of the EDFM, the dis-
cretization and solution of the control equations, and the estab-
lishment of a CCUS-EOR evaluation system. Section 3 is model
validation and mechanism analysis. Section 4 discusses the impact
of operating parameters on various evaluation indexes. Finally,
Section 5 is the conclusion of the paper.

2. Methodology
2.1. Physical model and assumption

The shale system is a complex porous medium of inorganic
matter, organic matter, and natural and artificial fractures (Sheng
et al., 2023a). Organic matter and natural fractures are crucial in
the occurrence and migration of oil and gas. However, they are too
small to quantify adequately in the reservoir simulation. In practical
studies, oil-wet organic matter, water-wet inorganic matter, and
natural fractures are usually considered lumped matrix (Wang
et al,, 2009). The lumped matrix exhibits mixed wettability char-
acteristics. Furthermore, as illustrated in Fig. 2, complex fracture
networks are simplified into symmetrical bi-wing fractures.

We present the following assumptions to enhance the compu-
tational efficiency of multi-mechanism coupling modeling:

(1) The reservoir maintains a constant temperature condition.

(2) The fluid is divided into the water phase, oil (liquid) phase,
and gas (vapor) phase. The water phase is immiscible. The
phase equilibrium only considers the oil and gas phases.

(3) This model does not consider the dissolution of CO; in water
and the adsorption/desorption of CO, on rock surfaces.

(4) Given the specified fracture geometry and properties, the
fracture propagation process is simplified to the injection
process.

2.2. Mass conservation equation

This paper proposes a mass-conservation governing equation
incorporating the pre-/post-Darcy flow, stress sensitivity, and
convection-diffusion transport. The subscripts L, V, and w denote
the liquid (oil) phase, vapor (gas) phase, and aqueous (water)
phase, respectively. The mass conservation equation of each
component is defined as follows

Z V. (potxgcvot +.](ix> - Z an:;zQa/V—O

a=LV a=LV
(1)

Similarly, the mass conservation equation of the water phase in
the fracture and matrix can be written as

9 .
¢ Z PaSaXy | +
a=LV

0
41 (90Sw) + 7+ (Pw¥a) = pu | V=0 @

where ¢ represents porosity; p, and S, are the mass density and
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saturation of the phase a, respectively; X} is the mass fraction of
component i in phase «; Ji is the molecular diffusion mass flux, kg/
(m?s); qo = qyell — qah¢ is the volumetric flux, which is divided by
pore volume V to maintain dimensional consistency. For the matrix,
G = q™ — g for fractures, g, = qf, — g™ — gl 2. Here, g™ is the
source/sink term in the matrix, g, is the source/sink term in the
fracture, qo,m’f is the transfer function of each phase from the matrix
to the fracture, qg’m is the transfer function of each phase from the
fracture to the matrix, and q&"fz is the transfer function of each

phase from fracture 1 to fracture 2. The non-Darcy velocity v,, is
defined as

kk

Vo = —F—%
Mo

_ gPost-Darcy ¢Pre-Darcy ¢Stress £Stress
Fy _fF,a f]v[’a fF,a fMAa

(VPy — p,8V2) = —FykA VO
(3)

where F, is the non-Darcy correction factor; ® is the potential
gradient; fg ost=DareY and £ "°*'Y are the pre-Darcy and post-Darcy
flow correction factors, respectively; fégess and fl\s,ﬁfss are the stress
sensitivity correction factors of fracture and matrix, respectively; k
is the absolute permeability; k;, is the relative permeability of

phase a; u, and A, are the viscosity and mobility of phase «,
respectively; g is the gravitational acceleration.

2.3. Physical mechanisms during the energy storage fracturing
period

2.3.1. Fracturing period

A large amount of fracturing fluid is injected into the shale
reservoir during the fracturing period. As the pressure of the frac-
turing fluid changes, the fracture aperture increases. This paper
uses the PKN model to estimate both the fracture length and
aperture based on the specified fracturing fluid displacement, vis-
cosity, and mechanical properties (Yew and Weng, 2014).

Analytical approximations can be made in the two following
limiting cases by introducing a dimensionless time (tp), as defined

16C£’Ght3/2

by Nordgren (1972).
2/3
[amﬂ
When tp < 0.01, the problem falls into a short-time regime, and
the leak-off effect can be approximated (Yew and Weng, 2014).

1/5
} ¢4/5

tp =

(4)

_ GQ3

1/5
_ (1 -v)pQg 1/5
w=25 { Ch t

Conversely, when tp > 1, the problem falls into a long-time
regime dominated by the fluid leak-off (Yew and Weng, 2014), as
shown in Fig. 3.

()

wed {2(1 —)uQd

(6)

1/4
t1/8
TC3GCLh

where h is the fracture height, ft; G is the bulk shear modulus, psi; v
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Fig. 4. Schematic of the changes in water saturation and invasion depth at different shut-in times (Zhang et al., 2017).

is the drained Poisson's ratio; u is fracturing fluid viscosity, cP; Ci is
the leak-off coefficient, ft/min®?; t is the injection time, min; Qp is
the fracturing fluid volume for each stage, bbl/min. The fracture
half-length (I) and fracture width (w) grow faster with time in the
no leak-off case (Eq. (5)) than in the large leak-off case (Eq. (6))
(Nordgren, 1972).

After injecting fracturing fluid at each stage, fluid can flow
through the settled proppant pack. The permeability kp of an
immobile proppant pack is characterized by the Kozeny—Carmen
equation, as outlined by Huang et al. (2022).

(Sdp)z %

K 2
(1=4)

where s denotes the grain shape factor; d, is the proppant diam-

eter; K. is an empirical constant, K. is generally set to 150 in the

literature (Huang et al., 2022); ¢, is the porosity of particle pack. It
can be derived from the maximum concentration of proppant.

kp = (7)

¢p =1-c¢ (8)
where ¢ is the maximum fraction of solids in a proppant packing
(0.745 in this paper).

2.3.2. Shut-in period

During the post-fracturing shut-in period, the fracturing fluid
leaks into the reservoir matrix due to the high-pressure gradient.
Moreover, the shale matrix typically exhibits high capillary pres-
sure. This leads to the spontaneous imbibition of fracturing fluid by
the matrix, which enhances pressure transfer and mass exchange
between the fractures and the matrix. The shut-in operation fulfills
two essential roles: firstly, it increases the fluid pressure within the
matrix pores, contributing to energy storage (Fakcharoenphol et al.,
2016; Zhang et al., 2017). Secondly, the fracturing fluid migrates
toward the unstimulated regions as shut-in time progresses. This
process reduces water saturation in the fractures and the stimu-
lated areas, which helps alleviate the water-locking effect (Zhang
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et al,, 2017). Fig. 4 illustrates the changes in water saturation and
fluid invasion (leak-off) at different shut-in times.

2.4. Physical mechanisms during the development period

2.4.1. Phase equilibrium of mixtures in nanopores

Different from conventional reservoirs, the pore-throat size of
shale is generally at the nanometer scale, as shown in Fig. 1(b).
When the pore radius is less than 10 nm, the fluid properties and
phase behavior will change significantly (Yu et al., 2019). The nano-
confinement effect mainly occurs due to the capillary pressure and
the fluid—wall interaction (Song et al., 2021). Researchers have used
the grand canonical Monte Carlo (GCMC) method to quantify the
shift of the critical parameters and have developed a series of pore-
size-dependent formulas (Jia et al., 2023).

_ 2
ap: —Feo =P _ 5 9409 (@) _ 0.2415(2) 9)
cb p p
_ 2
art T =Ten 9409 (ﬂ) _ 0.2415(2) (10)
ch Tp p
oy :0.244;/13—2:’) (11)

where the subscripts cb and cp denote the bulk and confined space,
respectively; AT: is the relative critical temperature shift, K; AP; is
the relative critical temperature shift, atm; rp, is the pore-throat
radius; dyj is the Lennard-Jones size parameter.

The equivalent pore radius of shale can be approximated using
the Karmen—Kozeny correlation (Rezaveisi et al., 2014).

Tave =2V27 g (12)

where 7 is the tortuosity of porous media. Shen and Chen (2007)
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Fig. 5. Flow chart of gas—liquid equilibrium and parameter calculation (modified from Jia et al. (2023)).

summarized three types of tortuosity—porosity correlations. They

. . . . L 20cosd
pointed out that the error of the logarithmic relationship is the Peap = Py — PL = (17)
smallest. p
Lm\m where @ is the contact angle, representing the angle between the
T= (A¢ ) , A=n=1and m = 2.14+0.02 pore surface and vapor—liquid interface; ¢ is the interface tension
T=¢+B(1-¢), B=3.79+0.10 (13) (IFT). The interfacial tension is estimated using the Parachor model
7=1-Clng, C=2.02+0.09 (Poling et al., 2001).
The phase equilibrium also needs to satisfy the following N.
auxiliary equations. ol/E= Z (ﬁk,[ [P];x; — ﬁ\,c[ [P]l-y,-) (18)
i=1
N, N, N,
Zzi - in - Zyi =1,i=1,2,---,Nc (14) where [P]; is the Parachor parameter of the pure component; E is
i=1 i=1 i=1 the scaling exponent; ﬁLM and ﬁ‘l\’,l are the molar densities of the

liquid and vapor phases, respectively. When the density unit is mol/

cm?, the interfacial tension unit is D/cm. The scaling exponent E is

typically 3.6 or 4.0. Danesh et al. (1991) pointed out that when E

becomes a function of phase density, the accuracy of capillary

fui(T.PL %) = fyi (T, PL+ Peap,yi), i=1,2,-+ N (16) pressure prediction can be improved. They noted that the
Lee—Chien method has a lower error than the Weinaug—Katz

where N, is the total number of components; z; is the mole fraction method.

of component i; x; and y; are the mole fractions of component i in

the liquid and vapor phases, respectively; fi ; and fy; are the fugacity E=3.535+17.76 <ﬁk,[ — ﬁ\,@ , Lee—Chien method

of component i in the liquid and vapor phases, respectively; T is the 1y .

reservoir temperature; Peap is the capillary pressure. Py, can be E=3.583 + 0'16<PM - pM)v Weinaug—Katz method

included in the phase equilibrium calculation by the (19)

Young—Laplace equation (Poling et al., 2001).

Sw+So+Sg=1 (15)
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The vapor—liquid equilibrium is calculated using the
Rachford—Rice formula (Lie and Mgyner, 2021).

NC P— .
0, 0= O =3 Ki-Vz _,
i=1

+TREK-1)
k
I(I‘fL <P7 x ) XK= Zi yk = Kkxk

"R, T R+ —F)kk Tt

1

k
K; +1 =
(20)

where 04, O,, and Ogg are the three objective functions; Fy is the
vapor phase molar fraction; Fy is the liquid phase mole fraction; K; is
the equilibrium coefficient of component i; and the superscript k is
the number of iterations. Eq. (20) can be calculated using the suc-
cessive substitution iteration (SSI) or the Newton method. The flash
procedure is detailed in the work of Lie and Magyner (2021). Fig. 5
presents the flow chart for calculating phase equilibrium, consid-
ering the nano-confinement effect, and labels the corresponding
equations in the figure. Furthermore, the output results are also
used to calculate the diffusion coefficient.

The corrected Peng—Robinson equation of state (PR-EOS) is used
to calculate the compressibility factor Z (Martin, 1979). Based on the
Z-factors, the fugacity f and density p are subsequently derived.
Typically, the EOS does not predict viscosity. The Lohrenz—-
Bray—Clark correlation (Lohrenz et al., 1964) is most commonly
used to calculate the viscosity of hydrocarbon mixtures. In a three-
phase system, the oil phase and gas phase saturation are obtained
using the following equation.

ZiF,

So=(1—- -—
o=( ZiFL +2Zy(1 - F)

(21)

w)

2.4.2. Maxwell—Stefan diffusion

It is essential to accurately evaluate the contribution of diffusion
flux to the total flux during the soaking and production periods. The
existing literature often assumes that the diffusion coefficient of
each component remains constant (Ratnakar and Dindoruk, 2022;
Sun et al., 2015). However, studies have shown that the diffusion
coefficient is inversely proportional to pressure (Olorode et al.,
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2017). This work uses the generalized Maxwell—Stefan diffusion
model to estimate the diffusion coefficients under varying pres-
sures and compositions. Taylor and Krishna (1993) gave the multi-
component diffusion flux equation in the tortuous porous medium.

(22)

. . . . -1 .
Ji=-P2piv(p,Xi). DL = (B,) 'T.=Di.
where the product p.X, is the mass concentration of component i in
phase a. Eq. (22) shows that diffusion flux is driven by the mass
concentration of the hydrocarbon components in each phase.
Olorode et al. (2021) also discussed that diffusion flux is driven by
concentration gradient (Fig. 1(c)) and chemical potential gradient. B
is the drag matrix; D is the Maxwell—Stefan diffusion coefficient
matrix. The main diagonal elements in D represent the self-
diffusion ability of each component, while the off-diagonal ele-
ments reflect the magnitude of intermolecular interactions. There
is no reciprocal relationship between off-diagonal elements.

Olorode et al. (2021) provided the definition of the thermody-
namic factor matrix, denoted as I

- 9lng!
Tg- = 6ij+Xla ax{)la

S
S [ —
rpy Joox, X P

(23)

where ¢; is the Kronecker function; ¢ is the fugacity coefficient. The
partial derivative in this equation is carried out at isobaric and
isothermal conditions. The symbol ¥ indicates that In¢ is differ-
entiated to mole fraction while keeping the mole fractions of all
other species, except for the n-th, constant. The Jacobian matrix of
fugacity can be obtained using the compositional module in MAT-
LAB Reservoir Simulation Toolbox (MRST) (Lie and Mgyner, 2021).

Taylor and Krishna (1993) provided the equation for obtaining
the drag matrix B.

Xi N, xk N N xk
Bi=—%+ 3 2% (j=1,2,.. ,No—1); Ble =y " 2
" by ,;Dik =12
k#i k#i
(11 xi
Bi=-x|———1 (i,j=1,2,....Ne—1); BNe= "2 for i=j
y a<Dij Din>7 ( 7.’ 14 2 INC )7 ij BU7 ]

(24)

where Dj;, D, and Dy are the Maxwell—Stefan diffusion coefficient
for any pair of components. This paper used the Fuller empirical
correlation to calculate the diffusion coefficient of binary systems
(Fuller et al., 2002).

103T175(1/Mp + 1/Mp)°?
PV + (2 ve)' ]

Dpg = (25)

where P is the pore pressure, atm; M; is the molecular weight of the
component, g/mol; Pap is the diffusion coefficient of binary sys-
tems, cm?/s; T is the temperature, K; SV; is the the sum of the
diffusion volumes of the component i.

2.4.3. Pre-/post-Darcy flow

The highly conductive fractures in shale oil reservoirs provide
high-velocity flow channels for fluids. As the flow rate increases,
inertial forces become more significant. It leads to a nonlinear
relationship between the pressure gradient and seepage velocity, as
shown in Fig. 6. When the Forchheimer number (Fo) in the fracture
is high (e.g., Fo > 0.11), the classical Darcy's law is no longer
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Fig. 7. Schematic of the model connection relationship: (a) schematic of grid blocks in the model; (b) schematic of the connection list.

0

X

(b) ©

Fig. 8. Schematic of the parameters required for transmissibility calculation. (a) Type I; (b) Type II; (c) Type III; (d) Type IV.

applicable (Zolotukhin and Gayubov, 2021), as shown in Fig. 1(d). In
such cases, the empirical Forchheimer equation can be used to
characterize the post-Darcy (high-velocity non-Darcy) flow.

u

k‘kr

For hydraulic fractures filled with proppants, Wu et al. (2014)
obtained the correlation of § by matching with more than 180
data points.

-V = v + Bpv|v| (26)
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1.485 x 10°

=3.2808 )1_021

(27)
(ko x 10-15

1

where ( is the post-Darcy coefficient, m~
permeability, m?.

Under multiphase flow conditions, the fFP f,’ft’DarCy is expressed as
follows:

. ko is the initial
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In a low-permeability shale matrix, the oil phase typically exhibits
pre-Darcy flow characteristics, as illustrated in Fig. 6. The boundary
effect between rocks and fluids is generally considered the main
factor leading to pre-Darcy flow, as shown in Fig. 1(e). In contrast,
the water phase and gas phase obey Darcy flow (Wang et al., 2021).
Prada and Civan (1999) assumed the matrix had a threshold pres-
sure gradient (TPG) and used the piecewise function to describe the
pre-Darcy flow phenomenon. However, recent studies have indi-
cated that TPG may be 0 or very small to be ignored (Wang and
Sheng, 2017). Therefore, Wang et al. (2020) proposed a contin-
uous exponential function model to characterize the pre-Darcy

(low-velocity non-Darcy) flow behavior. The f]&ig’Darcy is defined
as follows:

Pre Darcy
1+ae- bWPo

— ~0.6095 (i) 425821 (
0

b =0.3603 ( k )
)

where a and b are the experimental fitting coefficients; k is the
permeability, mD; u, is the viscosity of the oil phase, cP. This model
guarantees that a curve passes through the origin. When the
pressure gradient is sufficiently large or when a = 0, Eq. (29) sim-
plifies to the linear Darcy equation.

fpost Darcy (2 8 )

- 3.4594£ +1.5836

Ho

k

)

(o]

- 0. ]049I—+ 1.0935

Ho

(29)

2.4.4. Stress sensitivity

For propped fractures, Alramahi and Sundberg (2012) con-
ducted experiments to assess the influence of the normal effective
stress (gy,) on fracture conductivity (Cr) under different stiffness
shale proppant embedment conditions, as shown in Fig. 1(f). Wang
and Fidelibus (2021) obtained the correlation between normalized
fracture conductivity and closure pressure by analyzing and fitting
their experimental data.

10
10 A

0

0

Fig. 9. Schematic of the parameters required for wellbore index calculation.
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Cr = 109172 (30)

where the units of Crand ¢}, are mD-ft and psia, respectively; ¢; and
cy are coefficients related to shale stiffness. For stiff shale,

cq = -0.00011 and c; = -0.0971; for medium-stiff shale,
= —0.00035 and c; = 0.2396; for soft shale, c; = —0.00064 and
cy = —0.4585.

The propagation direction of a hydraulic fracture is normal to
the minimum total horizontal stress on min. The total normal stress
on the fracture can be approximated as the average total normal
stress. Therefore, the o}, can be defined as
0;1 = O0hmin — agP (31)
where ap is the Biot constant.

A dynamical correction factor fgs for hydraulic fracture is

introduced

_G(Pa)

Stress
Jea™ =Py

(32)

For organic-rich source rocks with natural fractures, the stress
sensitivity mechanism significantly differs from that of hydraulic
fractures (Zhang and Emami-Meybodi, 2021). This study uses the
Gangi model (see Fig. 1(g)) to describe the permeability variation
with pressure (Wasaki and Akkutlu, 2015). The ff,{gf-‘ss is defined as

(5]

where kg is the matrix permeability under zero confining pressure;
km is the initial matrix permeability; o is the confining stress; E, is
the effective modulus of the rough body (the maximum effective
stress of completely closed fracture); and m is a parameter related
to roughness. Shi and Durucan (2016) proposed values of E; and m
for unconventional rock samples.

ko 3

km

Stress __

M,« (33)

2.5. Embedded discrete fracture modeling

2.5.1. Transmissibility mathematical formulation

The EDFM can accurately capture the detailed geometry of each
fracture and achieve accurate and efficient fracture modeling (Tene
etal., 2017). The standard EDFM includes four types of connections:
(1) adjacent matrix cells, (2) adjacent fracture cells within an in-
dividual fracture plane, (3) the connection between fracture cells
and their corresponding host matrix cells, and (4) the connection
between intersecting fracture cells from different fracture planes
within the same matrix grid. Fig. 7 illustrates the relationships
among these four connection types. The first two types are stan-
dard connections, as shown in Fig. 8(a) and (b). The latter two types
are classified as non-neighboring connections (NNCs).

The two-point flux approximation (TPFA) is used to evaluate
fluid flow between two cells (Olorode et al., 2020). The trans-
missibility for the first two types of standard connections is defined
as
Ty = {T{kl + T/Zil] 17 Tix= Ai,kkici"l; nlz’k

ik

(34)

where Tj; is the face transmissibility; T;jx and Ti; are the half-
transmissibility of the cell; n;j is the unit normal that points from
the centroid of cell i to the face between cells i and k; cjj is the
vector from the cell centroid to the face centroid.

More detailed information on the NNCs transmissibility in the


mailto:Image of Fig. 9|tif

Z.-H. Rui, H.-Y. Deng, T. Hu et al.

Input matrix grid parameters, rock properties,
fracturing construction data, and initial state

l

Calculate fracture geometry and properties using
PKN model

l

Construct and discrete fracture planes

Fracturing fluid

Petroleum Science 22 (2025) 1171-1199

Fracturing fluid

i Multi-stage 8
fracturing

Energy

Water storage
i fracturing

Oil-water mixture oil

Drainage

Set the fracture properties of the non-fractured stage to a
minimum value

|

Integrate the matrix and fracture grid system, and
calculate the transmissibility and wellbore index

Pint = upd

int = Supd

l

i

Determine the current fluid properties and initial state

Nsim = Nsim 1 |

CO; huff-n-puff

|

Perform component simulation during shale oil reservoir
fracturing period

A (cyclic gas injection)

Perform component simulation during post-fracturing

| Ncycle = Ncycle +1

l

. . Water
QOil-water—CO, mixture ol
(o)

Qil-water-CO, mlxtur\ejvagﬁ

Fig. 10. Flow chart of life-cycle (fracturing, shut-in, production, CO, huff-n-puff) simulation.

—>| B .
shut-in period
Pint = Pupdy Sint = Supd
Determine the fluid properties and initial state of the CO,
huff-n-puff period
Perform component simulation during shale oil reservoir
CO; huff-n-puff period
Output full-cycle simulation results
Table 1
Economic parameters (Jahangiri and Zhang, 2012).
Parameter Value
Annual discount rate, % 10
CO, injection cost, $/t 60
Carbon tax credit, $/t 40
Drilling cost (single well), $ 2.02 x 108

0il price, $/m> 503.18
Water disposal cost, $/m> 6.29
Fracturing fluid cost, $/m> 132.09
Perforation cost (ten stages), $ 15.12 x 10*
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EDFM model can be referred to previous studies (Moinfar et al.,
2014; Olorode et al., 2020). The NNCs transmissibility for both
matrix-fracture connections and intersecting fracture connections
are defined as follows:

Kt (24¢) (Ve vy)
_Vm/km-i-vf/kf

(35)

m,f
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Table 2
Model summary.
Model name Grid type Fracture model Simulator
LGR-EFM Local grid refinement Explicit fracture model E300
LGR-EDFM Local grid refinement Embedded discrete fracture model MRST
CG-EDFM Coarse grid Embedded discrete fracture model MRST
(a) 400
350
300
250 3
LGR 1
200 k|
150
100
50
0 200 ‘ 0
0 50 100 350 400 300 400
Fig. 11. Three types of reservoir grids: (a) LGR-EFM model; (b) LGR-EDFM model; (¢) LGR-EDFM model.
Table 3
Basic reservoir and fracture parameters.
Parameter Value Parameter Value
Model dimension, m 400 x 400 x 20 Matrix permeability, uD 0.1
Matrix porosity, % 6.3 Fracture permeability, D 10
Fracture porosity, % 2 Fracture aperture, m 0.03
Initial pressure, MPa 32.405 Initial temperature, K 387.45
Water density, kg/m> 1000 Water viscosity, cP 1
Water compressibility, MPa~" 85 x 1074 Rock compressibility, MPa~! 6.5 x 1074

Table 4

Compositional data for the EOS (Mallison et al., 2005).

Component Molar fraction Critical pressure, atm  Critical temperature, K  Critical volume, L/mol Molar weight, g/mol Acentric factor Parachor coefficient
Ny/CHa 0.4630 452012 189.515 0.0997 16.1594 0.00854 77.00
CO, 0.0164 72.9000 304.200 0.0926 44.0100 0.22800 78.00
C—Cs 0.2052 40.4196 387.607 0.2171 455725 0.16733 155.50
Co—Ci3 0.1911 33.0150 597.497 0.3812 117.7400 0.38609 367.40
C14—Co4 0.1243 17.4525 698.515 0.7214 248.8270 0.80784 736.20
fracture and matrix permeabilities; Ar is the surface area of the
17244172 . n fracture cell on one side; x is the point in the matrix cell; Xf is any
nnc __ Tf1 sz 12 <f.-astf],f2 vie(1.2 reference point on the fracture plane; and ny is the unit normal
nh = |6 =7 o 7y ViE(12) f the f lane. Th illustrated i
T2 + T (df1 + dfz) /2 vector of the fracture plane. These parameters are illustrated in
1 2 i i

where kmf is the pore volume weighted harmonic average of

(36)

Fig. 8(c). Tfl/ 2 s the fracture half-transmissibility; ar is the fracture

- JIN
aperture; L”’f2

is the length of the intersection line between two

fracture cells; and d; is the normal distance from the center of the
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Table 5

Binary interaction constants for oil components (Mallison et al., 2005).
Component N,/CH4 CO, C,—Cs Ce—Ci3 Cia—Coq
N2/CH4 0.11883 0.00071 0.000778 0.01 0.011
CO, 0.00071 0.15 0.15 0.15 0.15
C—Cs 0.000778 0.15 0 0 0
Ce—Ci3 0.01 0.15 0 0 0
Ci4—Co4 0.011 0.15 0 0 0

fracture cell segment to the fracture intersection point. These pa-
rameters are illustrated in Fig. 8(d).

2.5.2. Wellbore effect

In the EDFM model, when a fracture segment intersects with a
wellbore trajectory, the control volume representing the fracture
segment should be regarded as a well block. Moinfar et al. (2014)
modified the classic Peaceman model to calculate the effective
wellbore index (WI) for fractured horizontal wells.

(a) 400 (b) 400

350 350
300 300
250 250
200 200

150 150

100 100

50 50
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100

0 100

200 300 400 0 100
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o 27'Ckfaf _ 1+ sm(ﬂ)
W = e 5 ™ = "W 25in(0)

re =0.14 (lf)2 + (hf)z

where ks is the fracture permeability; # is the angle between the
wellbore axis and the fracture plane; r. and ryy are the equivalent
wellbore and actual wellbore radius, respectively; S is the surface
factor, dimensionless; Ir and h¢ are the length and height of the
fracture segment, respectively. The parameters are illustrated in
Fig. 9.

(37)

2.6. Discretization and solution of governing equation

2.6.1. Numerical solution

To numerically solve Eqs. (1) and (2), the backward Euler
scheme is first used for temporal discretization. The semi-discrete
form of Egs. (1) and (2) can be written as

Pressure, MPa
(c) 400 32.41

450 3125

300 30.10

28.94
250
27.79
200
26.63

150
25.48

100 24.32

50 2317

0 22,01

300 400

o

100 200 300 400

CO, mole fraction
0.32

0.29

0.26

0.22

0.19

0.15

0.12

0.08

0.05

0.02

300 400 0 100 200 300 400

Fig. 12. The pressure (top) and CO, mole fraction (bottom) distributions of the three models at the end of huff-n-puff: (a) LGR-EFM model; (b) LGR-EDFM model; (c) LGR-EDFM

model.

Table 6

Comparison of production and numerical solution of three models.
Parameter LGR-EFM LGR-EDFM CG-EDFM
Initial oil production rate, m>/day 47.16 18.80 7.88
Cumulative oil production in the primary period, m? 871.42 828.51 778.34
Total oil production, m> 1229.69 1200.93 1142.52
Total wall time, min 31.20 48.86 15.29
Total number of iterations 278 580 265
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Fig. 15. Phase envelope of the mixture in confined and bulk space.
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Fig. 13. BHP (a) and well oil production rate (WOPR) (b) curves of three models.
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Fig. 14. The cumulative wall time (a) and iteration number (b) curves of three models.
* Bulk space 1 i i n+1 i i\"
Confiredisoacs ar | (9oSIXL + gpySuXy — (@oLSLXL + dpySvXy
Initial state
i i i i i ,well i Lwell
+ V- (PLXLVL + pvXyVy + L +]v> - (pLXLqL + pvXvay )/
i ,Nnc i -nnc
V+ (PLXLCIL + pvXvay )/V =R
(38)
1 s n+1 S n
At (¢pw w) - (¢pw w) | +V- (pva)
(39)
well nnc
— Pw ( w —dw ) / V=Rw
where n + 1 denotes the next time step, and n denotes the current
0 50 100 150 200 250 300 350 time step. All other terms without these superscripts are calculated

at the current time step. g""° is the total flow flux between NNCs;

and q""ell is the source term of the well.
The finite volume method (FVM) with TPFA is used to discretize
flux terms, including both advection and diffusion terms.
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Fig. 16. Physical model of shale oil reservoirs.

Permeability, uD Porosity
(a) 800 138 (b) 800 0.17
1.26 0.17
600 115 600 0.16
1.03 0.15
0.92 0.15
400 400
0.81 0.14
0.69 0.14
200 0.58 2t 0.13
0.47 0.12
0 - : 0.35 0 0.12
0 200 400 600 800 1000 1200 1400 1600 0 200 400 600 800 1000 1200 1400 1600
Fig. 17. The matrix permeability (a) and porosity (b) distribution of the second layer.
Table 7
Basic reservoir and production parameters.
Parameter Value Parameter Value
Model dimension, m 1600 x 800 x 60 Number of grid blocks 160 x 40 x 3
Fracture permeability, D 40.87 Fracture porosity 0.02
Fracture aperture, m 0.03 Number of stages 10
Clusters per stage 3 Initial water saturation 0.17
Initial pressure, MPa 32.405 Initial temperature, K 38745
Water density, kg/m? 1000 Water viscosity, cP 1
Water compressibility, MPa~" 8.5 x 1074 Rock compressibility, MPa~" 6.5 x 1074
Minimum horizontal stress, MPa 65 Biot constant 1
Confining stress, MPa 68.94 Effective modulus, MPa 96.52
Bulk shear modulus, GPa 10.41 Drained Poisson's ratio 0.2
Fracturing fluid viscosity, cP 1 Leak-off coefficient, m/min®> 542 x 1073
Additionally, discrete operators are introduced to simulate the
continuous counterparts of the divergence and gradient operators n+1 n-+1 n+1
. P . & & P Vo= — ikaa grad Pa+ - pa+ ggrad(z) (42)
(Lie, 2019). The fully discrete forms of Egs. (38) and (39) can be
written as
R n+1 nnc
v : N : N My TN [(Pa — pa2) — (Pa — pag] (43)
1 i i i o4 m “a « a; « [0 m
a7 | (9pSiXL+ 9ovSuXY ) — (omuSiXL + gpySuXY) 2
wdiv(pXv+ pyXiwy I+ 0) "
gy = WIZy ! (Pe — Py) (44)

. : n+1 . ; n+1
— (xiare" + pyXiaye) " + (pXEaD™ + pyXal)
= Rl
1

(40)
v n+1 n ; n+1
A7 [(#9wSw)™ ! = (6 Sw)"] +div(py V) )
n+1
_ (pwqwell _ pwqevnc) =R",1v+1

where symbols div and grad in Eqs. (40) and (42) are the discrete
divergence and gradient operators, respectively; subscript m de-
notes the index from 1 to Nppnc; Nnnc is the total number of NNCs for
each cell; Py is the bottom-hole pressure; and P is the pore pres-
sure at the equivalent wellbore radius. The transmissibility can be
seen from Egs. (34)—(36).

The temporal and spatial discretization schemes can lead to the
mass imbalance, referred to as the residual (R). The MRST automatic
differential (AD) technique is used to calculate the partial de-
rivatives of the residuals (R) for each primary variable (i.e., Jacobian
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Table 8
Basic operating parameters in the development stage.
Parameter Value Parameter Value
Production bottom-hole pressure, MPa 23.01 Primary production time, years 5
CO, injection rate, m>/s 3.28 Maximum bottom-hole pressure, MPa 62.405
CO, injection time, days 60 Soaking time, days 14
Production time, days 180 Number of cycles 5
Continuing production time, years 5 Total simulation time, days 4922
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0.8 & / 0.8 SO
~ ’ N .
- ¢ % %
b Vi N o
N y N
2 071 S L 2 0.7 1 NN
H—3 = 7 3 . ~
s Sy S a N%
8 064 “a L S 06 Y %
£ . & E N
— \\ 7’ o L= \\
Q 05 ~ o Q05+ . N
] S ] B s
2 04 < 2 04 TN
© . T K] N SN
Q 7 Ay Q N AN
r 03 ’ o X 03 - % By
,/’ \\\ R \\\
0.2 4 I ¥ 0.2 R
01 4 ol N 01 - o TS
i © \\ ~ i e -t Wiy
0 — . . : : : . : - 0 . . . : : : : — —
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 038 0.9 1.0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
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Fig. 18. The water—oil (a) and oil—gas (b) relative permeability curves.

matrix). Various options exist for choosing primary variables
(Voskov and Tchelepi, 2012). This study uses a natural variable
composition formulation to couple flow and thermodynamics. For
each grid, the primary variables include pressure (p), liquid phase
saturation (Sp), and phase composition of each component (xj, ...,
Xn., and yi, ..., YN, ,). Before linearizing the system, these 2Nc
primary variables are paired with N. mass conservation and N
isofugacity equations.

Furthermore, the Schur-complement procedure is used to ex-
press the mass conservation equations as functions of the primary
variables only. The Newton—Raphson method is applied by per-
forming the Taylor expansion on the residual at the current time-
step and the current Newton iteration, expressed as
%6}‘1'4—1 _ 7R<Xi), xl’—H <—Xi + (5Xi+1 (45)
where i is the number of nonlinear iterations. This study combines
the bi-conjugate gradient-stabilized linear solver with the algebraic
multigrid (AMG) (Demidov, 2019). Subsequently, the change in the
primary variables is added to its previous value, and this process is
repeated until the system converges. The program will repeat this
process to complete the numerical solution for the next time step.

2.6.2. Life-cycle solution workflow

The life-cycle process of the shale oil reservoirs in this work
includes five periods: the fracturing period, the shut-in period, the
primary depletion production period, the CO, huff-n-puff period,
and the continuing depletion production period. The seepage field
at the end of the previous period is taken as the initial value of the
next period. Fig. 10 illustrates the life-cycle simulation flow chart.
Nsim and Nitage are the number of completed fracturing stages and
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the total number of stages, respectively. Pin; and Pupg are the
pressure of the previous and current time steps, respectively. Sint
and Sypq are the saturation of the previous and current time steps,
respectively.

2.7. CCUS-EOR evaluation

2.7.1. Net present value

The oil production or recovery factor is an essential index for
evaluating the performance of EOR technology. This study further
conducted an economic analysis of the life-cycle process to evaluate
the economic feasibility of shale oil reservoir fracturing and
development. This evaluation provides a basis for collaborative
optimization of hydraulic fracturing, CO, flooding, and CO, storage.
The total value of a potential investment can be expressed by net
present value (NPV). The NPV of a single well is defined as follows:

Tcu Ct

t/365
=1+
Ct =To X Q(t),p —Tco,,iX Q(t:02,i —TI'w,re X %,p +TAXC02 X QEOZ,S

Cf =TIf X th,i

NPV = CG—Cp—GCq

(46)

where Ty, t, G, 1, Cr, Cp, and Cq are the cumulative time, time step,
annual cash inflow, annual discount rate, fracturing cost, perfora-
tion cost, and drilling cost, respectively; Qf ;,, Q¢o, ;» Qi p» Qfo, 5» and
thi are the cumulative oil production, cumulative CO, purchase and
injection, cumulative water production, cumulative CO, storage,
and cumulative fracturing fluid injection, respectively; ro, rco, i
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Fig. 19. The second layer pressure distribution under different mechanisms at the end of the primary production (left), the end of the five CO, cycles (middle), and the end of the
simulation (right). (a) Confinement effect; (b) molecular diffusion; (c) pre-/post-Darcy flow; (d) stress sensitivity; (e) no-mechanism; (f) multi-mechanism.

Tw,res TAX0,, and rerepresent oil price per m?>, CO; injection cost per
ton (including purchase, transportation, and injection), water
disposal cost per m?, tax credit of CO, stored per ton, and fracturing
fluid cost per m>. The NPV is calculated using the economic pa-
rameters provided in Table 1.

1186

2.7.2. CO; utilization and storage factor

The CO; utilization and storage performance are essential in-
dexes for CCUS-EOR. The CO; utilization factor (UF) and the CO,
storage factor (SF) are important parameters to quantitatively
evaluate the CO,-EOR and geological storage capacity (Wang et al.,
2024). The UF is the ratio of oil production volume to CO; injected
mass during the huff-n-puff period at the surface condition. The UF
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Fig. 20. The effect of different mechanisms on BHP.
indicates the oil displacement efficiency of CO,. The SF is defined as

the ratio of CO, captured by the formation to the mass of CO;
injected. The SF reflects the storage capacity of CO,.

UF =Py / nco, (47)

SF— (180, ~ P, ) / 180, (48)

where superscripts RC and SC denote the reservoir and surface
conditions, respectively; Pyoj is the cumulative oil production
volume after CO; injection, m>; I co, is the cumulative injected
CO; mass, t; Py co, is the cumulative produced CO, mass after CO
gas injection, t.

3. Model validation and mechanism analysis
3.1. Model validation

Based on the validation method by Olorode et al. (2020), this
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study uses ECLIPSE 300 (E300) and MRST for model validation.
E300 is a commercial simulator, and MRST is an open-source
simulation software. They can perform fully implicit component
simulation. The accuracy of MRST in component simulation has
been extensively validated (Lie and Mgyner, 2021). This study es-
tablishes three models to validate the accuracy of the numerical
solution, as shown in Table 2. Fig. 11 illustrates the grid structures of
the different models. Table 3 provides the basic reservoir and
fracture parameters. Table 4 is the properties of shale oil pseudo-
components, and Table 5 is their binary interaction constants.

Primary production is conducted for one year with a fixed
bottom-hole pressure (BHP) of 22.01 MPa. Subsequently, the CO,
huff-n-puff technique is applied. The CO; injection rate is 0.082 m>/
s, with a maximum BHP of 62.405 MPa. Following 60 days of CO;
injection, the horizontal well is shut in and soaked for 14 days.
Then, the well is put back into production for 180 days with a BHP
of 22.01 MPa. Therefore, each cycle of huff-n-puff lasts 254 days,
and the total simulation time is 619.24 days.

Fig. 12 shows the three models' pressure and CO, mole fraction
distributions. The results indicate that the pressure and CO, mole
fraction distributions in the LGR-EDFM model closely resemble
those in the LGR-EFM model. Furthermore, the pressure distribu-
tion of the CG-EDFM model is similar to that of the LGR-EFM.

Table 6 summarizes the production and simulation process in-
formation of the three models. Fig. 13 illustrates the changes in BHP
and production during primary production and CO; huff-n-puff.
From Fig. 13, it is evident that the BHP and WOPR of the LGR-

CO, mole fraction
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Fig. 22. The distribution of CO, mole fraction in the second layer of the molecular
diffusion model at the end of five cycles.
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Fig. 21. The effect of different mechanisms on WOPT (a) and WGPT (b).
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Table 9
The effect of different mechanisms on production, NPV, UF, and SF.
Mechanism WOPT, 10* m? WGPT, 10 m? NPV, 10° § UF, m3/t SF, t/t
Confinement effect 23.85 27.49 67.66 1.40 0.57
Molecular diffusion 18.23 60.62 57.75 0.90 0.58
Pre-/post-Darcy flow 17.93 53.27 50.86 0.97 0.57
Stress sensitivity 18.17 29.59 46.93 1.23 0.59
No-mechanism (base) 18.19 61.90 52.60 0.89 0.56
Multi-mechanism 20.37 11.75 52.75 1.45 0.61
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Fig. 23. The effect of different mechanisms on NPV (a) and WCPT (b).
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Fig. 24. The effect of different mechanisms on CO, UF (a) and CO; SF (b).

EDFM model closely align with those of the LGR-EFM model,
demonstrating good consistency. For the CG-EDFM model, the
average error in BHP is 7.26% compared to the LGR-EFM model,
with a production error of 7.09%. Despite slightly reducing simu-
lation accuracy, the CG-EDFM model is still reliable.

Table 6 and Fig. 14 indicate that increasing grid resolution can
more accurately capture the initial oil production rate. However,
this also increases computing costs and generates potential
convergence issues. The CG-EDFM model reduces wall time and
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number of iterations by 68.71% and 54.31%, respectively, compared
to the LGR-EDFM model. Therefore, considering both simulation
accuracy and efficiency, the CG-EDFM model is selected for sub-
sequent mechanism and sensitivity analyses.

3.2. Mechanism analysis

A series of models are constructed and analyzed to evaluate the
effects of various mechanisms on CCUS-EOR. The models include a
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Table 10
The parameters of fracture height, fracture length, displacement, and fluid volume.
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Stage number Height, m Displacement, m?/min Fracturing fluid volume, m> Dimensionless time Fracture length, m
Case 1 Case 2 Case 3 Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

Stage 1 14.5 20.9 3129.9 3629.9 41299 0.013 0.016 0.020 348.7 392.6 4353
Stage 2 15.5 20.1 3283.8 3783.8 4283.8 0.017 0.021 0.026 346.2 387.8 4282
Stage 3 16.0 203 35524 4052.4 4552.4 0.019 0.024 0.028 358.7 398.6 4374
Stage 4 13.0 20.9 27293 32293 3729.3 0.001 0.012 0.015 341.0 390.1 43738
Stage 5 14.0 21.0 2840.0 3340.0 3840.0 0.011 0.014 0.017 3315 3774 4219
Stage 6 16.0 20.8 3170.6 3670.6 4170.6 0.015 0.019 0.023 325.9 366.4 405.9
Stage 7 14.5 20.9 2983.0 3483.0 3983.0 0.012 0.015 0.019 3355 379.8 4228
Stage 8 14.0 20.9 2976.1 3476.1 3976.1 0.012 0.015 0.018 3444 390.0 4343
Stage 9 14.0 21.1 3387.9 3887.9 4387.9 0.014 0.017 0.020 381.3 425.7 469.0
Stage 10 16.0 21.0 29329 34329 39329 0.013 0.016 0.020 305.6 346.7 386.5

no-mechanism model (basic model), four kinds of single-factor

mechanism models (considering nano-confinement effect, molec- k (S S ) _ Sgkrog(So) (Sw — Swe)krow(So) (49)

ular diffusion, pre-/post-Darcy flow, and stress sensitivity), and a O W S + Sw — Swe S + Sw — Swe

multi-mechanism model. The methodology in this section is similar
to the conventional CO, huff-n-puff simulation (i.e., excluding the
fracturing and shut-in periods). The fluid parameters in these
models are consistent with those in the previous section. Fig. 15
illustrates the phase envelopes of the initial components in both
confined and bulk spaces. The nano-confinement effect causes the
phase envelope to shrink inward and decrease the bubble point
pressure (Jia et al., 2023).

The reservoir model has dimensions of 1600 m x 800 m x 60 m
and consists of three layers. The unequal height hydraulic fractures
are located in the middle layer, as depicted in Fig. 16. The perme-
ability and porosity of the first layer range from 0.08 to 1.05 pD and
0.08 to 0.16, respectively. For the third layer, the permeability and
porosity range from 0.08 to 1.13 uD and 0.08 to 0.16, respectively.
The permeability and porosity of the second layer are illustrated in
Fig. 17. Table 7 presents the basic parameters of the reservoir.
Table 8 lists the basic operating parameters of these models. Based
on the dual-medium theory, this study uses the Corey model to
characterize the water-wet fractures and mixed-wetting matrix
(Agada et al., 2016). The relative permeability curves for the matrix
and fractures are shown in Fig. 18. According to Lie (2019), the
relative permeability of the oil phase is defined as follows:
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30 T T T T T T T T

0 2000 4000 6000 8000 10000 12000 14000 16000 18000

Time, min

where kyog is the relative permeability of the oil phase in the
oil—gas system; ko is the relative permeability of the oil phase in
the oil—water system.

Fig. 19 illustrates the pressure distribution for each model at the
end of primary production, the end of the CO, huff-n-puff cycle,
and the end of the simulation. According to the results, the for-
mation pressure at the end of the huff-n-puff cycle is higher in all
models than at the end of the primary production. It demonstrates
that the CO, huff-n-puff operation effectively supplements forma-
tion energy. This study further analyzes the degree of pressure
sweep in different models. The confinement effect model exhibits
the widest range of pressure sweep, followed by the molecular
diffusion and no-mechanism models, which show similar charac-
teristics. The pre-/post-Darcy model has a more limited pressure
sweep range. The stress-sensitive model and the multi-mechanism
model have the smallest pressure sweep ranges.

Fig. 20 shows the variations in BHP over time. Stress sensitivity
and pre-/post-darcy flow increase BHP during the injection period.
It can enhance production performance. Fig. 21(a) shows that stress
sensitivity and pre-/post-Darcy flows led to 31.28% and 9.29%
decrease in cumulative oil production (i.e., well oil production total,

(b) 45
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40
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Fig. 25. The BHP change curves in the life-cycle process. (a) BHP change curve in fracturing and shut-in periods; (b) BHP change curve in the primary and huff-n-puff periods.

1189


mailto:Image of Fig. 25|tif

Z.-H. Rui, H.-Y. Deng, T. Hu et al.

Pressure, MPa

(a) 800

600

400

200

0 200 400 600 800 1000 1200 1400 1600

36.38
35.93
35.49
35.05
34.60
34.16
33.71
33.27
32.82
32.38

Pressure, MPa

(b) 800

600

400

200

0 200 400 600 800 1000 1200 1400 1600

36.38
35.93
35.49
35.05
34.60
34.16
33.71
33.27
32.82
32.38

Pressure, MPa

(c) 800

600

400

200

0

0 200 400 600 800

1000 1200 1400 1600

36.38
35.93
35.49
35.05
34.60
34.16
33.71
33.27
32.82
32.38

Petroleum Science 22 (2025) 1171-1199

Water saturation

800 0.185

0.183
600 0.181
0.180
0178
400
0176
0175
200 0.173

0.172

0.170

o

200 400 600 800 1000 1200 1400 1600

Water saturation

800 0.185

0.183

600 0.181

0.180

0.178
400
0.176
0.175

200 0173

0.172

0.170

o

800 1000 1200 1400 1600

Water saturation
0.185

0.183
0.181
0.180
0.178
0.176
0.175
0.173

0.172

0.170

0

200 400 600 800 1000 1200 1400 1600

Fig. 26. The distribution of pressure (left) and water saturation (right) in the second layer at different fluid volumes at the end of the shut-in. (a) Case 1; (b) case 2; (c) case 3.

Table 11
The effect of fracturing fluid volume on production, NPV, UF, and SF.
WOPT, 10* m* WGPT, 10 m? NPV, 10° § UF, m’/t SF, t/t

3098.6 m? (case 1) 20.98 16.38 55.20 1.41 0.57
3098.6 m>-primary 11.91 0 34.78 - —
3598.6 m? (case 2-base) 2291 12.24 60.70 1.51 0.59
3598.6 m> -primary 13.33 0 39.17 - —
4098.6 m? (case 3) 23.51 18.77 63.07 1.47 0.61
4098.6 m>-primary 14.73 0 43.46 - -

WOPT) during the 5-year primary production process. However,
during the CO, huff-n-puff process, the negative impact of these
effects gradually diminished due to effective pressure supplemen-
tation. At the end of the simulation, both only reduces the pro-
duction by 0.11% and 1.43%, respectively. Fig. 21(a) also indicates
that incorporating the nano-confinement effect increases WOPT by
31.12% over 4922 days. The nano-confinement effect significantly
enhances oil production. The impact of molecular diffusion on
WOPT is minimal, resulting in only a 0.26% increase. The role of
molecular diffusion may be overestimated (Sun et al.,, 2016). It is
potentially due to the low diffusion coefficient of the liquid phase,
which restricts the injected CO, to the stimulated reservoir volume
(SRV) region, as shown in Fig. 22.

Fig. 21(b) illustrates the effect of different mechanisms on cu-
mulative gas production (i.e., well gas production total, WGPT). The
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results indicate that the nano-confinement effect reduced gas
production by lowering the bubble point pressure. The stress
sensitivity and pre-/post-Darcy flow reduced gas production by
decreasing the gas phase flux. According to the data in Table 9,
these three effects reduced WGPT by 55.59%, 52.20%, and 13.94%,
respectively. When considering multi-mechanism coupling, there
is a complex dynamic relationship between the mechanisms that
inhibit or promote each other. Strong interactions between multi-
ple mechanisms can result in complex production performance.
Under the effect of multi-mechanisms, WOPT increased by 12.01%.
However, the WGPT is the smallest, reduced by 81.02%. This
reduction is likely due to the nano-confinement effect increasing
the pressure drop in the SRV region, exacerbating stress sensitivity
and the pre-/post-Darcy flow.

Fig. 23(a) illustrates the effects of different mechanisms on the
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Fig. 27. The effect of fracturing fluid volume on WOPT (a) and WGPT (b).
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Fig. 28. The effect of fracturing fluid volume on NPV (a) and WCPT (b).
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Fig. 29. The effect of fracturing fluid volume on CO, UF (a) and CO, SF (b).
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Fig. 30. The effect of CO, injection rate on BHP.

NPV. The results indicate that the nano-confinement effect signif-
icantly increased NPV by 28.63%. Conversely, stress sensitivity
negatively impacted NPV, leading to a 10.78% decrease. The NPV of
the multi-mechanism model during the primary depletion pro-
duction period is similar to that of the stress-sensitive model. After
the CO; huff-n-puff process, the NPV of the multi-mechanism
model aligns more closely with the no-mechanism model.
Fig. 23(b) shows the effect of different mechanisms on cumulative
CO, production (well CO; production total, WCPT). The results
reveal that the stress-sensitive and multi-mechanism models
reduce WCPT by 5.34% and 10.77%, respectively. This reduction is
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advantageous for CO, storage.

Fig. 24 illustrates the changes in CO, UF and CO; SF over time. At
the onset of CO; injection, the Py,oj, and P, co, are zero, leading to
the lowest CO, UF and the highest CO, SE. As immiscible CO,-EOR
progresses, the CO, UF increases, and the CO, SF decreases. The
multi-mechanism model exhibits the highest CO, UF and CO, SF,
with values of 1.45 and 0.61, respectively. In contrast, the no-
mechanism model's CO, UF and CO, SF are the smallest, at 0.89
and 0.56, respectively. When considering multiple mechanisms, the
CO, UF and CO; SF increase by 62.93% and 8.93%, respectively.

4. Results and analysis

This section discusses the impact of operating parameters, such
as fracturing fluid volume, CO, injection rate, CO, injection time,
and number of cycles, on production and storage performance. The
analysis will consider the impact of fracturing and shut-in periods
on the seepage field and production performance. This study set up
one or more control groups for each sensitive factor to evaluate the
effectiveness of CO, huff-n-puff technique. The control group is
developed at a constant BHP of 23.01 MPa (i.e., without CO, huff-n-
puff). The basic parameters and reservoir model are consistent with
Section 3.2.

4.1. Fracturing fluid volume

Three fluid volume schemes are designed to study the effect of
the fracturing period on the reservoir seepage field and CCUS-EOR.
Table 10 shows each scheme's fracture height, length, displace-
ment, dimensionless time, and fracturing fluid volume parameters.
The average fluid volumes for the three groups are as follows:
3098.6 m> (case 1), 3598.6 m> (case 2, base case), and 4098.6 m>
(case 3). Additionally, three primary recovery control groups are set

Table 12
The effect of CO, injection rate on production, NPV, UF, and SF.
WOPT, 10* m? WGPT, 106 m? NPV, 10° § UF, m3/t SF, t/t
1.64 m3[s (case 1) 17.54 9.78 49.18 1.41 0.57
2.46 m3[s (case 2) 20.52 8.65 55.23 1.67 0.64
3.28 m®/s (case 3-base) 2291 12.24 60.70 1.51 0.59
4.10 m>/s (case 4) 24.03 26.46 63.28 1.30 0.55
Primary 13.33 0 39.17 — —
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Fig. 31. The effect of CO, injection rate on WOPT (a) and WGPT (b).
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Fig. 33. The effect of CO, injection rate on CO, UF (a) and CO, SF (b).
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Fig. 34. The effect of CO, injection time on BHP.
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for three cases. The dimensionless time range of the three frac-
turing schemes is between 0.001 and 0.028. Therefore, in this study,
the leak-off effect can be ignored.

After the multi-stage fracturing operation, a 10-day shut-in
process will be carried out, followed by primary depletion pro-
duction. Fig. 25 reports the changes in BHP under three fluid vol-
ume schemes. Fig. 25(a) demonstrates that the BHP stabilizes after
ten shut-in days. Fig. 25(b) indicates that a smaller fluid volume
results in higher BHP under the same injection conditions.

Fig. 26 depicts the pressure and water saturation distribution for
three different fluid volumes at the end of the shut-in period.
Fig. 26 demonstrates that with the increase of fracturing fluid
volume, the fracture length increases significantly, and the pressure
and water saturation near SRV increase.

Compared to the multi-mechanism model discussed in Section
3.2, energy storage fracturing technology increases WOPT by
12.47% and the NPV by 15.07%. According to the data in Table 11, the
WOPT for cases 1, 2, and 3 is 1.76, 1.72, and 1.69 times that of pri-
mary production, respectively. Similarly, the NPV for cases 1, 2, and
3 is 159, 1.55, and 145 times that of primary production,
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Table 13
The effect of CO, injection time on production, NPV, UF, and SF.
WOPT, 10* m? WGPT, 106 m? NPV, 10° $ UF, m>/t SF, t/t
30 days (case 1) 18.43 2.52 51.27 2.04 0.70
30 days-primary 13.20 0 38.99 — —
60 days (case 2-base) 2291 12.24 60.70 1.51 0.59
60 days-primary 13.33 0 39.17 - -
90 days (case 3) 24.65 42.92 63.07 1.13 0.51
90 days-primary 13.46 0 43.46 - —
@ = — (b) 5
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Fig. 35. The effect of CO, injection time on WOPT (a) and WGPT (b).
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Fig. 36. The effect of CO, injection time on NPV (a) and WCPT (b).

respectively. Figs. 27(a) and 28(a) indicate that within the param-
eter range of this study, the fracturing fluid volume is positively
correlated with WOPT and NPV. However, when the average fluid
volume reaches 3598.6 m>, the increment of WOPT and NPV de-
creases significantly with the further increase of fracturing fluid
volume. Fig. 27(b) illustrates the effect of fracturing fluid volume on
WGPT. Case 3 exhibits the longest fracture length, the earliest gas
breakthrough, and the highest WGPT. Despite having the shortest
fracture length, case 1 exhibits higher BHP than case 2 during the
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injection period. As a result, the WGPT of case 1 exceeds that of case
2. Fig. 28(b) demonstrates a negative correlation between the
fracturing fluid volume and WCPT. It indicates that increased
fracturing fluid volume can enhance CO; storage (i.e., higher CO, SF
value). This correlation is further illustrated in Fig. 29(b). During the
huff-n-puff period, the WOPT for case 2 is 13.88 x 10* m?, slightly
higher than that for case 3 (13.48 x 104 m?). Case 2 achieves higher
oil production performance (i.e., higher CO, UF value) at the same
CO; injection volume, as shown in Fig. 29(a).
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Fig. 37. The effect of CO, injection time on CO, UF (a) and CO, SF (b).
Table 14
The effect of the number of cycles on production, NPV, UF, and SF.
WOPT, 104 m? WGPT, 106 m?® NPV, 106 § UF, m3/t SF, t/t
3 cycles (case 1) 20.32 0.41 55.18 2.05 0.64
5 cycles (case 2-base) 2344 12.52 61.33 1.57 0.58
7 cycles (case 3) 25.23 36.46 64.48 1.26 0.52
Primary 13.75 0 39.69 — —
(a) 28 (b) 40
— 3cycles — 3cycles
ud — 5 cycles (base) —— 5 cycles (base)
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—--— Primary 32 1
20
= € o4
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Fig. 38. The effect of the number of cycles on WOPT (a) and WGPT (b).

Increasing the fracturing fluid volume has positively affected the
development of shale oil reservoirs by enhancing energy storage
fracturing and increasing the SRV. However, unfavorable aspects,
such as formation damage from excessive fracturing fluid injection,
cannot be ignored. Furthermore, the shorter the fracture, the higher
the BHP, which benefits the production performance.

4.2. CO; injection rate

The CO, injection rate is an important operating parameter in
the CO, huff-n-puff process. The injection rate significantly affects
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CO,-EOR and storage capacity. Four different injection rate schemes
are designed, namely 1.64 m®/s (case 1), 2.46 m>/s (case 2), 3.28 m?/
s (case 3, base), and 4.10 m>/[s (case 4), to analyze the effect of in-
jection rate on different indices. The remaining design parameters
are consistent with the basic parameters. Moreover, this work sets a
primary recovery control group for four cases.

Fig. 30 reports the change in BHP at different injection rates. The
BHP rises as the injection rate increases. When the injection rate is
1.64 m>/s, the maximum BHP is close to the initial formation
pressure. However, if the injection rate exceeds 4.10 m>/s, the BHP
may be higher than the formation fracture pressure or ground
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Fig. 39. The effect of the number of cycles on NPV (a) and WCPT (b).

equipment load. It potentially causes equipment damage or gas
channeling.

According to the data in Table 12, the WOPT for cases 1 to 4 is
1.32, 1.54, 1.72, and 1.80 times that of primary production, respec-
tively. Similarly, the NPV is 1.26, 1.41, 1.54, and 1.62 times that of the
primary output. There is a positive correlation between the CO,
injection rate and both WOPT and NPV, as shown in Figs. 31 and 32.
However, when the injection rate exceeds 3.28 m?/s, the incre-
mental production increases, and NPV significantly diminishes. For
an injection rate of 1.64 m>/s (case 1), the repressurization effect is
not apparent, and the gas breakthrough time is the earliest. The
WOPT of case 1 (1.64 m>/s) exceeds that of case 2 (2.46 m>/s), as
illustrated in Fig. 31(b).

Fig. 33 shows a negative correlation between the CO; injection
rate and the CO, UF and CO; SF. In other words, as the injection rate
increases, the utilization and storage rates of CO, decrease. Based
on these evaluation indices, the injection rate of 3.28 m?/s is the
optimal gas injection rate.

21

(a)

—— 3cycles

— 5cycles (base)
7 cycles

0.9 +

CO, UF, m¥t

0.6 -

0.3 4

T
1100 2200 3300 4400 5500
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4.3. CO; injection time

The CO, injection time is an important design parameter that
affects gas cycle performance and development economy. This
section sets three sets of injection times: 30 days (case 1), 60 days
(case 2, base), and 90 days (case 3). Fig. 34 illustrates the changes in
BHP under different injection times. Similarly, this paper sets pri-
mary recovery control groups corresponding to different injection
times. The results show that, similar to the injection rate, the longer
the injection time, the higher the BHP.

Table 13 shows that the WOPT for cases 1 to 3 is 1.40, 1.72, and
1.83 times that of the corresponding primary production, respec-
tively, while the NPV is 1.31, 1.55, and 1.45 times that of the cor-
responding primary production. Figs. 35 and 36 further illustrate
the positive correlation between WOPT, WGPT, NPV, WCPT, and CO,
injection time. Specifically, when the injection time increases from
30 to 60 days, there is a significant increase in WOPT and NPV.
However, when the injection time increases from 60 to 90 days, the
rise in WOPT and NPV is relatively tiny. Fig. 37 reports that longer
injection times decrease CO, flooding and storage capacity. For the

(b) 1.0
—— 3cycles
— 5 cycles (base)
—— 7 cycles
0.9 1
5 0.8
[Ty
n
&
O
O o071
0.6 -
0.5 T T T T
0 1100 2200 3300 4400 5500
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Fig. 40. The effect of the number of cycles on CO, UF (a) and CO, SF (b).
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injection rate of 3.28 m>/s, an injection time of 60 days is optimal.

4.4. Number of cycles

The number of cycles is an essential operating parameter in the
CO;3 huff-n-puff process. In this study, the number of cycles is set to
3 (case 1), 5 (case 2, base), and 7 (case 3) to examine its effects on
production performance, NPV, and CCUS-EOR. To ensure consis-
tency in simulation time for different schemes, the continuing
production time is extended by 1016 and 508 days after the end of
the 3-cycle and 5-cycle huff-n-puff processes, respectively. More-
over, this work sets a primary recovery control group for the
number of cycles.

According to the data in Table 14, the WOPT for cases 1 to 3 is
1.48, 1.70, and 1.83 times that of primary production, respectively.
The NPV is 1.39, 1.55, and 1.62 times that of the primary output.
Figs. 38 and 39 demonstrate the positive correlation between
WOPT, WGPT, NPV, WCPT, and the number of cycles. Specifically,
WGPT increased significantly with the number of cycles. Fig. 40
indicates that the CO, UF and CO, SF decrease as cycles increase.
Increasing the number of cycles can enhance WOPT and WGPT but
can reduce CO; storage capacity. Moreover, within the scope of this
study, increasing the number of cycles did not significantly
diminish the incremental production and NPV. Therefore, without
special consideration of oil displacement and storage capacity, a
moderate increase in the number of cycles is an effective approach
for achieving CO,-EOR.

4.5. Comparison of sensitivity analysis

Based on the above sensitivity analysis, this section further an-
alyzes the main mechanisms and operating factors affecting the oil
recovery factor (RF). Fig. 41 summarizes the effects of single-
mechanism and multi-mechanism models on the incremental RF
at different time points. The results are obtained and compared
with those of the no-mechanism model. During the primary pro-
duction process, the RF of the multi-mechanism model is mainly
negatively affected by stress sensitivity. However, during the CO,
huff-n-puff process, the negative impact of stress sensitivity and
the pre-/post-Darcy flow diminishes. At this point, the RF of the
multi-mechanism model is mainly driven by the positive effect of
the nano-confinement effect. The impact of molecular diffusion on
RF is relatively minor. The mechanism analysis results align with
those reported by Wang et al. (2024). Therefore, they did not
observe the difference in mechanism contribution at different
periods.

Fig. 42 summarizes the effect of each operating parameter on

Confinement effect

Molecular diffusion

Pre-/post-Darcy flow
B Atthe end of primary

B Atthe end of the HnP

-0.453 B Atthe end of the simulation

Stress sensitivity

-0.432

Multi-mechanism
0.318

-0.8 -0.4 0 0.4 0.8 1.2

Incremental oil recovery factor, %

Fig. 41. The order of mechanism factors affecting incremental oil recovery factor.
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Fig. 42. The order of operating factors affecting incremental oil recovery factor.

the incremental RF compared to the primary production parame-
ters. In this study, the range of incremental RF is 0.55%—1.50%. The
analysis results indicate that the RF increases with the fracturing
fluid volume, CO, injection rate, CO injection time, and number of
cycles. Among these, the CO; injection rate has the most significant
impact on the RF, followed by the CO, injection time and the
number of cycles, and the fracturing fluid volume has the least
impact.

4.6. Limitations

This study proposes a multi-mechanism integrated simulation
model for the full-cycle fracturing and development of shale oil
reservoirs, several limitations should be acknowledged.

(1) The dynamic propagation of fractures is simplified as the
injection process of fixed bi-wing fractures. This simplifica-
tion arises from the inherent difficulty of fully coupling fluid
flow with fracture propagation. Moreover, this study ignores
the impact of partial fracture closure on production perfor-
mance during the shut-in period.

(2) The phenomenon of non-Darcy flow in shale oil reservoirs
remains an emerging research field. The applicability of
multiple mechanisms (nano-confinement effect, molecular
diffusion, pre-/post-Darcy flow, and stress sensitivity) to
specific reservoirs needs further experimental validation.
Moreover, these mechanisms may not adequately capture
the intricate fluid behavior observed in shale oil reservoirs.

(3) The simulation results have not been validated with field
data. Future research work will integrate on-site data to
enhance the credibility of the results.

5. Conclusions

This study proposes a life-cycle multi-component numerical
simulation model designed to evaluate the performance of CCUS-
EOR. This model can realize the integrated simulation of frac-
turing, shut-in, depletion production, and CO, huff-n-puff pro-
cesses. The integrated simulation approach ensures the continuity
of the seepage field, thereby providing a more realistic description
of the fracturing and development process. Furthermore, the PKN-
EDFM method is used to characterize and simulate multi-stage
fractures. During the subsequent development period, the model
incorporates essential flow mechanisms of shale oil reservoirs, such
as nano-confinement effect, molecular diffusion, pre-/post-Darcy
flow, and stress sensitivity. This multi-process and multi-
mechanism simulation framework can more accurately evaluate
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production and storage performance. This study provides both a
theoretical foundation and practical insights for the implementa-
tion of energy storage fracturing and CCUS-EOR in shale oil reser-
voirs. The main conclusions are as follows.

(1) A multi-dimensional evaluation system, including WOPT, RF,
NPV, CO, UF, and CO; SF, is established to evaluate the per-
formance of CCUS-EOR.

(2) Compared to the no-mechanism model, stress sensitivity and
pre-/post-Darcy flow reduce WOPT by 31.28% and 9.29%
during the primary production process. However, by the end
of the simulation, these two effects only reduce WOPT by
0.11% and 1.43%. The results indicate that the CO; huff-n-puff
mitigates these adverse effects on production performance.
Furthermore, when considering only the confinement effect,
WOPT increases by 31.12%, significantly enhancing well
productivity. For the shale reservoir model used in this study,
the impact of molecular diffusion on oil production is rela-
tively small. When coupling multiple mechanisms, WOPT
increases by 12.01%. Additionally, the multi-mechanism
model has the highest CO, UF and CO; SF, which increases
by 62.93% and 8.93%, respectively.

(3) The effects of each mechanism on the RF are significantly
different in different periods. During the primary production
period, the RF of the multi-mechanism model is mainly
negatively affected by stress sensitivity. However, during the
CO, huff-n-puff period, the RF in the multi-mechanism
model is mainly positively impacted by the nano-
confinement effect.

(4) The multi-stage fracturing technology and post-fracturing
shut-in strategy significantly affect the pressure and satura-
tion distribution before primary depletion production. The
energy storage fracturing technology can increase WOPT by
12.47% and NPV by 15.07%. A well-designed energy storage
fracturing strategy can increase production and bring
considerable economic benefits.

(5) According to all the evaluation indexes, for the reservoir in
this paper, the optimal gas injection rate is 3.28 m/s, and the
optimal gas injection time is 60 days. Moderately increasing
the number of cycles is an effective approach for CO,-EOR.

(6) The sensitivity analysis results indicate that the most
important parameter affecting the RF is the CO, injection
rate, followed by CO; injection time and the number of cycles
within the scope of this study. The least is the fracturing fluid
volume. These results provide clear guidance for parameter
optimization in CCUS-EOR and help decision-makers
develop more effective gas injection strategies.
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