Petroleum Science 22 (2025) 1062—1079

KeAi

CHINESE ROOTS
GLOBAL IMPACT

journal homepage: www.keaipublishing.com/en/journals/petroleum-science

®
Petroleum
Science

Contents lists available at ScienceDirect

Petroleum Science

Original Paper

Dynamic reservoir monitoring using similarity analysis of passive )
source time-lapse seismic images: Application to waterflooding front |
monitoring in Shengli Oilfield, China

Ying-He Wu * ", Shu-Lin Pan ?, Hai-Qiang Lan ", Jing-Yi Chen ¢, José Badal €,
Yao-Jie Chen ¢, Zi-Lin Zhang f Zi-Yu Qin &

2 School of Earth Science and Technology, Southwest Petroleum University, Chengdu, 610500, Sichuan, China

b Department of Physics, Faculty of Science, University of Alberta, Edmonton, T6G 2E1, Canada

¢ State Key Laboratory of Lithospheric Evolution, Institute of Geology and Geophysics, Chinese Academy of Sciences, Beijing, 100029, China
d Seismic Anisotropy Group, Department of Geosciences, The University of Tulsa, Tulsa, OK 74104, USA

€ University of Zaragoza, Sciences B, Pedro Cerbuna 12, Zaragoza, 50009, Spain

f Research Institute of Petroleum Engineering Technology, Sinopec Shengli Oilfield Company, Dongying, 257000, Shandong, China

2 School of Software Engineering, Chengdu Technological University, Chengdu, 610031, Sichuan, China

ARTICLE INFO

Article history:

Received 26 April 2024

Received in revised form

28 July 2024

Accepted 9 December 2024
Available online 10 December 2024

Edited by Meng-Jiao Zhou and Min Li

Keywords:

Passive source time-lapse seismic imaging
Seismic interferometry

Dynamic reservoir monitoring

Similarity analysis

Waterflooding front monitoring

Shengli Oilfield

ABSTRACT

In common practice in the oil fields, the injection of water and gas into reservoirs is a crucial technique to
increase production. The control of the waterflooding front in oil/gas exploitation is a matter of great
concern to reservoir engineers. Monitoring the waterflooding front in oil/gas wells plays a very important
role in adjusting the well network and later in production, taking advantage of the remaining oil po-
tential and ultimately achieving great success in improving the recovery rate. For a long time, micro-
seismic monitoring, numerical simulation, four-dimensional seismic and other methods have been
widely used in waterflooding front monitoring. However, reconciling their reliability and cost poses a
significant challenge. In order to achieve real-time, reliable and cost-effective monitoring, we propose an
innovative method for waterflooding front monitoring through the similarity analysis of passive source
time-lapse seismic images. Typically, passive source seismic data collected from oil fields have extremely
low signal-to-noise ratio (SNR), which poses a serious problem for obtaining structural images. The
proposed method aims to visualize and analyze underground changes by highlighting time-lapse images
and provide a strategy for underground monitoring using long-term passive source data under low SNR
conditions. First, we verify the feasibility of the proposed method by designing a theoretical model. Then,
we conduct an analysis of the correlation coefficient (similarity) on the passive source time-lapse seismic
imaging results to enhance the image differences and identify the simulated waterflooding fronts. Finally,
the proposed method is applied to the actual waterflooding front monitoring tasks in Shengli Oilfield,
China. The research findings indicate that the monitoring results are consistent with the actual devel-
opment conditions, which in turn demonstrates that the proposed method has great potential for
practical application and is very suitable for monitoring common development tasks in oil fields.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
4.0/).

1. Introduction

Monitoring dynamic changes of underground reservoirs and
fluid migration processes has always been an important part of the
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oilfield development process. Real-time dynamic reservoir moni-
toring can help us continuously understand oil and gas formations
and injection production profile, and provide scientific guidance for
oilfield development technology optimization and secondary
encryption implementation (Hoover et al., 1999; De Freitas, 2011;
Xu et al,, 2012; Zeng et al., 2018; Wang et al., 2021). Overall, it is an
important technique to improve the final recovery rate and pro-
mote the economic and rational development of oil and gas
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resources. The development of water injection is the main exploi-
tation technology suitable for low permeability oil fields. During
the waterflooding process, the direction of water injection and the
location of the flood front are important for reservoir engineers to
design and adjust development plans (Jackson and Muggeridge,
2000; Yan et al.,, 2005). Flood front monitoring is a dynamic
monitoring process intended to address these issues mentioned
above.

Since the 1960s, many scholars and engineers have carried out
extensive experiments and work to monitor the waterflooding
front. Currently, the main methods for monitoring flood fronts
include microseismic monitoring, numerical simulation, and time-
lapse seismic (Wang and Hirsche, 1991; Jupe and Cowles, 1998;
Waulff and Mjaaland, 2002; Lekan et al., 2020). In oil and gas field
development projects, such as oil and gas recovery, water injection,
gas injection and hydraulic fracturing, induced earthquakes have
always been a matter of concern. Since 1991, people have applied
the experience gained from microseismic monitoring of hydraulic
fracturing to the oil and gas field development, which uses inducing
microseismics through activities such as oil/gas production, water
injection, gas injection and thermal flooding to monitor the prog-
ress of the oil and gas field development or related oilfield engi-
neering activities (Wang et al., 1998; Jupe and Cowles, 1998; Jones
et al., 2010; Maxwell et al., 2010; Meng et al., 2023). Due to the low
cost of microseismic monitoring, it has become the most commonly
used technology in the oilfield development monitoring. However,
it can only roughly fit and characterize the underground space
morphology through a large number of microseismic event points,
and can usually only provide approximate results in some moni-
toring tasks. In addition, due to the low signal-to-noise ratio of the
actual on-site received signal and the interference of various noise
sources, sometimes many event points irrelevant to the monitoring
area are generated, or sometimes no microseismic event points are
generated, which limits the application of the method.

Numerical simulation is another method used for waterflooding
monitoring and effects evaluation. For homogeneous reservoirs, the
Buckley-Leverett equation (B-L equation) can be applied to describe
the water injection front at different times (Dullien and Dong,
2002). For low-permeability heterogeneous reservoirs, Li (2006)
established a set of waterflooding front measurement methods,
and studied interlayer heterogeneity, polymer slugging and other
issues. They analyzed the distribution of the remaining oil and
provided recommendations for potential development. Zhao et al.
(2006) studied the movement law of the waterflooding front in
fractured sandstone reservoirs, deduced the analytical expression
of the waterflooding curve, and also the change curve of the
waterflooding state of the reservoir. On the basis of numerical
simulations and physical experiments, Wang et al. (2021) analyzed
the movement law of the waterflooding front, established the
fundamental method for evaluating the waterflooding develop-
ment in low permeability reservoirs, and provided a theoretical
basis for the accurate assessment of the lead time from the
waterflooding front to the production wells. Of course, micro-
seismic monitoring and numerical simulation methods can be used
to characterize the dynamics of the waterflooding front. However,
they have the drawbacks of a complex solution process and limited
accuracy.

In recent decades, time-lapse seismic has become the most
effective geophysical method for monitoring subsurface changes
during the oil field development process (Fanchi and Pagano, 1999;
Cotton et al., 2018; Wang et al., 2021), which has high accuracy.
Wang et al. (1998) were the first to utilize time-lapse seismic
technology to predict the distribution of remaining reservoirs after
carbon dioxide flooding. Wulff and Mjaaland (2002) conducted
laboratory experiments to monitor fluid movement and saturation
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changes by using time-lapse seismic response, which confirmed
that time-lapse seismic can effectively monitor fluid migration. Shi
et al. (2006) discussed the changes in reservoir physical properties
caused by long-term waterflooding and the changes of elastic pa-
rameters and seismic response, defined the concept of the water-
flooding front, and introduced a method for monitoring based on
differential amplitude and singular value analysis. With growing
interest in carbon neutralization, some scholars have used time-
lapse seismic monitoring technology to observe changes in un-
derground strata injected with carbon dioxide. They monitored the
diffusion path of CO, injected into deep underground reservoirs,
which confirmed that the time-lapse seismic method is the most
effective method for monitoring the safety of geological CO, storage
(Ivanova et al., 2012; White, 2013; Ivandic et al., 2018). Compared
with microseismic monitoring, time-lapse seismic monitoring is
conducted from the perspective of surface and volume, which can
obtain two-dimensional and three-dimensional seismic profiles at
different time periods, thereby accurately depicting the areas
where changes have occurred underground. However, due to the
high cost of time-lapse seismic data, inconsistent acquisition,
serious environmental impact, and long acquisition cycle, it is often
impossible to achieve long-term continuous monitoring.

With the wide application of node instruments in oil and gas
exploration (Zhao et al., 2015; Lei et al., 2018), it has become
feasible to continuously collect background noise through passive
source seismic methods to carry out long-term continuous moni-
toring. Unlike microseismic monitoring, the passive source seismic
method mainly uses long-term recorded seismic background noise
and seismic data processing technology to extract surface wave and
body wave records for subsequent imaging. The passive source
seismic time-lapse imaging takes into account the characteristics of
both microseismic and active source time-lapse seismic, and can
achieve continuous and low-cost monitoring from the perspective
of imaging. The origin of the passive source method dates back to
Aki (1957), who developed an innovative technique, the Spatial
Autocorrelation Method (SPAC), to invert the subsurface velocity
structure using seismic noise records. Claerbout (1968) demon-
strated that the autocorrelation of seismic records coming from the
subsurface and received at the free surface of horizontally layered
elastic media, is equivalent to their zero offset records, and called
this correlation calculation method “daylight imaging”. Subse-
quently, Rickett and Clairbout (1999) verified Clairbout's theory
(Claerbout, 1968) by obtaining a zero offset profile that matched the
active source profile through autocorrelation. Schuster and Rickett
(2001) processed the virtual shot collection obtained by cross-
correlation in the active source imaging process, obtained the im-
age of the underground reflection structure, and renamed the
original “solar imaging” to “seismic interference technology”.
Bensen et al. (2007) proposed a set of procedures for automatic
processing of background noise data. Chamarczuk et al. (2021)
systematically summarized various methods and processing stra-
tegies for body wave imaging by passive seismic interferometry,
providing valuable guidance for subsequent data processing.

To retrieve body waves that are beneficial for seismic back-
ground noise imaging, numerous scholars have conducted exten-
sive research (Almagro Vidal et al., 2014; Hartstra et al., 2017;
Chamarczuk et al., 2019; Fang et al., 2022). In practical applications,
many scholars have verified the feasibility of using passive source
data for time-lapse monitoring, and applied it to carbon dioxide
geological storage monitoring, mine monitoring, and oil field
development (Draganov et al, 2009; Cheraghi et al, 2015;
Boullenger et al., 2015; Li et al., 2015; Tsuji et al., 2015; Gu et al,,
2021; Liu et al,, 2021; Zhang et al., 2022). At present, the cross-
correlation superposition method is mainly used in passive
seismic data processing (Draganov et al., 2004; Sabra, 2009; Wang
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et al., 2016). However, this method usually increases the energy of
the related noise several times, which limits the extraction effect of
body wave signals. Furthermore, most cases of successful applica-
tion of passive source seismic methods have been carried out in
experimental areas with low levels of background noise and weak
changes of underground structures (Xu et al., 2012; Cheraghi et al.,
2017; Liu et al., 2021; Chamarczuk et al., 2022). There are fewer
reference cases dealing with more complex background noise
fields.

In this paper, we propose to integrate the passive seismic
method with the time-lapse seismic technology for waterflooding
front monitoring, which is not limited to structural imaging. In this
sense, we develop a processing and interpretation flow based on
similarity analysis of passive source time-lapse images, first
considering a theoretical model and then the application to a real
case of waterflooding front monitoring in an oilfield. In addition,
the variation of the waterflooding front is addressed from a static
process to a dynamic process, which provides a new possibility for
dynamic monitoring of underground reservoirs in oil fields. The
rest of this paper is arranged as follows. Firstly, we briefly introduce
the seismic interferometry theory. Next, we describe the data
preprocessing and screening procedures and matching analysis
methods for data provided by passive seismic. Then, we carry out
numerical simulation experiments and data difference enhance-
ment analysis before and after water injection. Finally, we perform
time-lapse imaging by processing real passive source seismic
monitoring data, and compare the results with those obtained from
real monitored production well data.

2. Theory and methods
2.1. Seismic interferometry

The seismic interferometry method (Schuster, 2009; Wapenaar
et al., 2010) is the basis for passive source imaging. Assuming that
the source is underground, if A and B are two detection points
located at positions x4 and xg, and S(xa,t) and S(xg,t) are the
seismic records at these two sites, respectively, the reconstructed
reflection response in the time domain can be written as:

R(xp.Xg,t) +R(Xp,Xp, —t) =0 (X g — Xy a) 0(t) — S(Xa,t) ®S(Xg, — 1)
(1)

where R(xa,Xp,t) and R(xa,Xg, —t) are the causal and non-causal
parts of the reconstructed reflection response, xya and xyp are
the horizontal displacement components at x4 and xg, ¢ is unit
pulse function, and ® represents the interference calculation. At
present, the interference algorithms for processing background
noise data include cross-correlation, deconvolution, cross-
interference and autocorrelation. Here we mainly focus on cross-
correlation and autocorrelation operations. The seismic interfer-
ometry method applies the cross-correlation technique to extract
the Green's function from the background noise recorded by geo-
phones. Assuming that S(x,,f) and S(xg, f) are the seismic signals in
the frequency domain recorded at the detection points A and B,
respectively, the cross-correlation H(f) in the frequency domain is
expressed as

H() =S" (xa. f)S (8. ) (2)
where * represents conjugation and H(f) is the recovered frequency
domain data. If P(f) is the source function and G(x,, f) and G(xg,f)
are the Green's functions, we have
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S(xa.f) =P(f)G(xa,f)S(xg.f) = P(f)G(x8.f) (3)
Then the cross-correlation can be expressed as
H(f) =P(f)*G(xa.f)G(xs.f) 4)

When the two selected geophones gradually approach each
other and merge at one point, the cross-correlation function be-
comes the single-channel data autocorrelation function:

H(f)=P(/)*G(x.f)? (5)

Different from the cross-correlation product that can recover
the reflected signals between two geophones, the autocorrelation
product can recover the self-excited and received signals at a single
geophone through the autocorrelation of noise records coming
from underground seismic sources to establish the reflected wave
profile. In practical application, due to low SNR, it is difficult to
recover virtual shot set records that can be used for subsequent
imaging. Therefore, achieving the reflected signal of the subsurface
wavefield by using background noise autocorrelation is a great
complement to passive source seismic interference imaging. Here
we will use the autocorrelation method in the subsequent pro-
cessing of profile images.

2.2. Data preprocessing and screening procedures

Accurately reconstructing the empirical Green's function from
long-term noise data requires a series of complex operations. The
processing flow of the seismic interferometry-based passive source
method (Bensen et al., 2007) involves data preprocessing (average
removal, trend removal, resampling, bad track removal, band-pass
filtering, time window segmentation, time domain normalization
and spectral whitening), interferometry processing and time
domain stacking. Among them, preprocessing operations are an
important step to improve the quality of stacking results. By seg-
menting long-duration noise records and stacking them, the im-
aging effect can be significantly improved. But for the segments
with poor quality, due to their continuous overlap, not only the
imaging effect will be reduced, but also the weak body wave signal
will be submerged in noise. Therefore, it is necessary to screen the
data when processing.

During water and gas injection processes in an oil field, due to
mechanical vibration, vehicle movement and human activity on the
surface of the work area, the collected signals contain a large
amount of useless noise and the body wave signal used for imaging
is extremely weak. Except for industrial interference, linear inter-
ference and harmonic interference, most of the noise energy is
recorded in the form of a surface wave and overlaps with the fre-
quency band of the body wave signal. The remaining noise is
relatively easy to remove, but directly removing surface wave
interference will remove the existing weak body wave signal,
which is time-consuming and meaningless to process for each data
segment. The illumination diagnostic method is an effective
method for identifying body wave signals generated from the
subsurface, which is mainly based on the difference in the propa-
gation speed of body waves and surface waves in the study area. It
determines whether the relevant noise panel is dominated by body
waves by setting the limit of the slowness parameter. The illumi-
nation characteristics of transient sources can be studied by the
correlated common source panel CS, which can be described as

1
€O (g, 0, ) = (1 (0n, X, ~0) (33,35, 1)) (6)

It is as if a source located at receiver x5 emits energy to multiple



Y.-H. Wu, S.-L. Pan, H.-Q. Lan et al. Petroleum Science 22 (2025) 1062—1079

receivers xg within a finite angular window. In this last expression p
and c are the constant mass density and velocity of the medium at Sbasic2 = Sbasic1 *Fmatch» Ysitter = Yorigin *Fmatch 9)
and outside the boundary 9D, respectively, u°PS(x,,xs, —t) is the
time reversal wavefield observed at x5 from the transient source at
X, and * represents convolution in the time domain. In this panel,

Therefore, it is crucial to construct the best matched filter using
Spasici and Spasico, which can be obtained by the following four

information about the illumination characteristics of the specific operators:

source xp at the boundary aD is provided by the event at time t =0

and the position of the virtual source. The collection of these events Finatch = Fe*Fp*Famp*Fm (10)
is called virtual source function (van der Neut et al., 2011). Then, we

use the slant-stack transform of field v , described by where * means convolution in the time domain. The time shift

— correction operator F; can calculate the time corresponding to the

U(f?’T) - jdu(x_,'r —;p >_<)dx, wher_e p is the 5331’\] parameter, lx 15 tEe peak value of the cross-correlation function by performing cross-
offset, and 7 is the intercept time at p = 0. Next, we evaluate the correlation operations on the Sy and Spasico, that is, the rela-

slant stack at 7 = 0 for each virtual common-source panel C*: tive time delay of the two sets of data. The phase correction oper-
. ator Fp can be obtained by performing phase scanning on Sp,sico

65 (xa,p) = J cs [XB,Xa,D - (Xg —Xa)]dXp (7) based on Sy and selecting the phase angle corresponding to the
maximum value of the correlation coefficient between the two

measurement lines. The amplitude correction operator Famp can be
o obtained by calculating the root mean square (RMS) amplitude of
transient source S in the 7 —p domain. The C describes the each trace of the Sp.ic; and the Sy, respectively. The matched
dominant ray-parameter contribution from the transient source to filter operator Fy, can be obtained from the Wiener filter equation.
the virtual source located at x4 and recorded at xg. The discriminant For more detailed calculation process of the above operators,
criterion can be defined as readers can refer to Guo et al. (2012). In order to obtain better
matching results, we usually need to perform multiple matching

where CS is the representation of the virtual-source function of the

0, if max(”ﬁs(x/\,p)H > Plimit

% (MObS(XAaXs, —1)*pOPS (xp, s, f))7 if max(HCS(xA,p)H < Plimit

C(xp,xp, t) =

(8)

analysis processes. Since our goal is to minimize the differences
between non-target layer data, the matching analysis can be
terminated when the errors between non-target layer data are not
significantly reduced. The specific number of times depends on the
specific situation.

=S . .
where max(HC (xA,p)H is the dominant ray-parameter value, and

Dlimit 1S the minimum expected value of the P-wave slowness in the
recording area. More details about the illumination diagnosis pro-
cedure can be found in Almagro Vidal et al. (2014).

3. Laboratory experiment
2.3. Matching analysis of time-lapse seismic data
3.1. Models, synthetic data and results
As in the case of active source time-lapse seismic imaging, after

completing passive data preprocessing and data screening, in order To verify the feasibility of the passive source imaging time-lapse
to highlight the changes in the underground reservoirs and elimi- monitoring, we simulate the process before and after water
nate the non-repeated acquisition factors in the time-lapse seismic, flooding in the oil field using the seismic wavefield simulation
there is to do the matching analysis (mutual averaging processing) method. During the process of injecting water into the under-

of the imaging data for different time periods (Guo et al., 2012). For ground, water will force out oil and gas from the pores of the
this, multiple correction operators are used to match and correct reservoir rocks, which will change the seismic velocity regime in
differences in seismic data at different times, including time the underground reservoir (water injection layer). Therefore, based
correction, amplitude equalization, phase correction, and matched on the original velocity model, we will obtain new models by

filtering. Generally, for two different sets of data (corresponding to modifying the velocity after water injection. As shown in Fig. 1, we
different time periods), we first select data in a time window as the start from four velocity models in which the reservoir burial depth
basic data based on the non-reservoir segment of the first data. is about 1250 m, the water injection front range is 0—600 m, the

Then, in this time window, the basic data is matched as closely as reduction speeds before and after water injection are different in
possible with the second data to calculate the best matching filter the four models, and the positions of the water injection front are
Fiatch- Finally, this filter is applied to the reservoir data of interest also different. The receivers are located on the surface with a
(monitoring data) in the second data to highlight the changes in the spacing of 20 m. To better simulate the real subsurface conditions,

reservoir and achieve the purpose of monitoring. Let Spasic1, Spasic2. more than 200 seismic sources are distributed around the injection
Yorigin» Yfiter b€ the first period basic data of non-reservoir segment, positions (50—70 sources), the bottom (150 sources) of the model
the second period data of non-reservoir segment, the second and the surface (15 sources). These sources are used to simulate
period reservoir data before correction, and the second period passive source data, among which the surface sources are mainly
reservoir data after correction in the time domain, respectively, used to generate surface wave noise (which is consistent with
then actual acquisition conditions). The two-dimensional seismic
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Fig. 1. Theoretical velocity models: (a) before water injection; (b) with water injection range of 0—600 m and reduction speed of 150 m/s; (c¢) with water injection range of 0—600 m
and reduction speed of 950 m/s; (d) with water injection range of 0—400 m and reduction speed of 950 m/s. Red stars represent sources and green inverted triangles are receivers.

records are simulated using finite differences elastic wave filed
simulation (Lan and Zhang, 2011), and single-component data are
taken for the experiment with a sampling interval of 2 ms.

In order to compare with the virtual shot records constructed by
passive sources, we first excite a source at the first receiver position
of the model in Fig. 1(a)—(d) and obtain the active source shot re-
cords shown in Fig. 2(a)—(d). By comparing the active seismic shot
records with different velocity regimes after water injection, it can
be clearly observed that a new reflection event appears at about
1.2 s. This is due to the strong reflection coefficient generated by the
decrease in formation speed. The greater the reduction speed, the
more obvious the difference will be in the seismic record. The
location of the new reflection event is consistent with the designed
water injection model. At the same time, decreasing the velocity
will cause the reflection event from the underlying layer to change
phase, and the same phase event will not be able to align before and

after the speed change. Then, we simulate a passive source seismic
record with duration of 20 min through the passive source obser-
vation system, and divided it into 5 s segments. The passive source
virtual shot records obtained after a series of data processing and
passive source interference processing are shown in Fig. 3(a)—(d).
The data preprocessing includes de-mean and de-trend, resam-
pling, bandpass filtering, time splitting, time-domain normaliza-
tion, spectrum whitening, data screening, cross-correlation
interference processing and time-domain stacking. By comparing
the passive source seismic records with different velocity regimes
after liquid injection, we can see that the results are consistent with
the active source seismic records. Again, a new reflection event
appears at about 1.2 s.

Then, to better compare the profile changes before and after gas
injection, we show the zero-offset imaging profile of the active
source through the excitation at the receivers position and the
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Fig. 2. Active source shot records: (a) before water injection; (b) water injection range 0—600 m, reduction speed 150 m/s; (c) water injection range 0—600 m, reduction speed

950 m/s; (d) water injection range 0—400 m, reduction speed 950 m/s.

reception at the receivers position (Fig. 4(a)—(d)), and the corre-
lation profile of the passive source through autocorrelation and
stacking (Fig. 5(a)—(d)), respectively. It is easy to see that the pas-
sive source correlation profile is more consistent with the active
source zero-offset imaging profile, and that the time and location of
the anomaly correlate basically in all cases. The new event
appearing near 1.2 s is associate with the position of the velocity
anomaly designed in the water injection model, and can reflect the
changes in the reservoir before and after waterflooding. Finally, to
better highlight and monitor the changes in the target layer, we
carry out a normalized treatment for the active source profiles and
the passive source autocorrelation profiles before and after water
injection (reduction speed 950 m/s), and display them according to
the geophone arrangement in Fig. 6(a)—(d). Since seismic records
are both positive values and negative values, we use the maximum
and minimum normalization method to normalize them to the

1067

range of —1~1:

X — min(x)
max(x) — min(x)

X=2x -

(11)

X here represents normalized data and x represents original data. It
can be clearly observed that the seismic event of the target layer is
staggered, and that the seismic events above the target layer have
good continuity. It can be inferred that the formation in this section
has undergone drastic changes, which provides a basis for moni-
toring changes in the reservoir.

3.2. Similarity analysis

Generally, the quality of data obtained in actual production is
poor, and the target formation is buried deep, so autocorrelation
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Fig. 3. Passive source virtual shot records: (a) before water injection; (b) water injection range 0—600 m, reduction speed 150 m/s; (c) water injection range 0—600 m, reduction

speed 950 m/s; (d) water injection range 0—400 m, reduction speed 950 m/s.

imaging is mainly adopted. The purpose of this paper is not to
obtain structural images, but to reflect the difference between
time-lapse seismic images with a view to monitoring the water-
flooding front. Since the actual passive-source body-wave data
coming from deep formations usually have a low frequency, to
better show the movement of the waterflooding front, eliminate
other interferences, and highlight image differences, we carry out
F-X filtering and low-pass filtering (frequency band range:
8—12 Hz) of the imaging data shown in Fig. 6(a)—(d). The results for
comparison are shown in Fig. 7(a)—(d) where the imaging data in
the areas within the blue boxes have obviously changed, and the
imaging data out the blue boxes remain basically unchanged. After
the above processing, the cut-off surface of active source imaging is
basically the same as the cut-off surface of the waterflooding front,
and the interface of passive source imaging is slightly different from
the cut-off surface of the waterflooding front (which will be
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affected by manual interpretation); but both can reflect the
migration of the waterflooding front, thus achieving the dynamic
monitoring of the flood front. For those engaged in geophysics, the
imaging results shown in Fig. 7(a)—(d) are sufficient to explain the
changes of the waterflooding front, but not so for engineers dedi-
cated to work in oil field, for whom it will be difficult to understand
the differences between seismic data and the results will be
affected by the subjective manual interpretation.

With the purpose of obtaining a more accurate and direct
waterflooding front imaging, we propose a simple similarity matrix
analysis. Assuming that X = [xq,X5, ---,Xp] and Y = [yq,¥2, -+, yn] are
the processed imaging data before and after water injection,
respectively, the correlation coefficient of the imaging data at the
same geophone before and after water injection is expressed as
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C = [c1,¢5,+Cn] = COIT(x;,Y7) (11)
where C are the mentioned correlation coefficients, c;, ¢y, ---c; are
the correlation coefficients calculated for data at different geo-
phones, corr denotes the correlation function, and i refers to the i-
th geophone. From the one-dimensional vector C the similarity
matrix M can be formulated as

M = repmat(C) =

(13)

where repmat is the matrix extension operator. To facilitate
readers' understanding, we expand the dimension of M to be the
same size as the imaging data, and thus the coordinates of M are
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consistent with the seismic imaging data handled in this paper.
Fig. 8 shows the results provided by the similarity matrix analysis.
The area containing small values is the abnormal imaging area and
the imaging interface (dividing vertical straight line in the illus-
tration) is very obvious. The abnormal imaging interfaces generated
from the active source and passive source processes are basically
consistent with the position of the actual designed waterflooding
front, which can intuitively reflect the cut-off surface of the
waterflooding front (the black line in Fig. 8(a)—(d)), improve the
monitoring accuracy and therefore the final result. Experimental
results with synthetic data demonstrate that it is feasible to use
passive source time-lapse imaging for waterflood front monitoring.
As an aid to the reader, in Fig. 9 we show the flowchart for pro-
cessing and interpretation of passive source time-lapse images for
flood front monitoring.
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4. Test with real data
4.1. Field data set and results

In order to verify the viability of the proposed method and the
advantages of its application, background noise data were collected
during the pressure flooding process in a working area of Shengli
Oilfield in China, where the reservoir depth is about 3000—3300 m,
which corresponds to a time of about 2.5 s in the seismic profile, as
shown in Fig. 10. The pressure flooding process in the X46 water
injection well was monitored by the long-term passive source
observation system to study and analyze the changes in the un-
derground reservoirs in the other five production wells before and
after pressure flooding. As shown in Fig. 11, the observation system
resembles a star layout. The monitoring geophones are deployed on
the bottom horizontal plane projection of the X46 water injection
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well and are arranged between the bottom horizontal plane pro-
jections of each production well, with an envelope radius of
400—500 m. The vibration itself caused by the water flooding
process has a huge energy difference and the frequency band range
of the signals is wide. Obtaining images of the underground
reservoir with the help of these signals and further analyze the
change of the water flood front requires continuously collecting the
vibration signals for a long time. In this project, we select Smartsolo
high-resolution single-component intelligent seismic sensor IGU-
16HR (more details about the geophones, please visit https://
www.smartsolo.com.cn/cp-2.html), which can work continuously
for 35 days at 1 ms sampling. The node instrument was not charged
during the entire collection period. The project lasted 32 days from
the start of water injection to the stop during this phase of our
monitoring, so a total of 32 days of data were collected. When
processing actual data, in order to improve computing efficiency,
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Fig. 6. Comparison of images before and after water injection: comparison of zero-offset images before water injection and for a water injection range of 0—400 m (a) and 0—600 m
(b); comparison of passive source images before water injection and for a water injection range of 0—400 m (c) and 0—600 m (d).

the collected raw data was resampled from 1 ms to 2 ms.

During the process of water injection and oil production, strong
mechanical noise and strong surface wave interference will be
generated on the surface. For this reason, we first undertake the
data screening and analysis processes due to the strong impact of
surface noise on the monitoring data. The screening method adopts
the illumination diagnosis method introduced above. Fig. 12 shows
the typical actual seismic records of different qualities at different
time periods after data screening. In Fig. 12(a) and (b), the overall
signal distribution is regular, and the signal amplitude at each de-
tector is quite different, which is obviously greatly influenced by
the ground conditions because a large amount of random noise and
ground vibration signals are involved, and the quality are poor. In
contrast, the signal distribution in Fig. 12(c) and (d) is consistent
with the characteristics of signals propagating from the subsurface,
and the signal amplitude at each geophone is stable because it

1071

contains more effective body wave signals, and the quality is good.

A total of 32 days of background noise data were collected for
underground reservoir monitoring, and the original datasets were
processed and interpreted following the flowchart shown in Fig. 9.
To reach this goal, we used the passive source time-lapse moni-
toring method, and thus obtained images every 10 days from the
beginning of monitoring. Two days of data were used for each
imaging session, and a total of four imaging sessions were per-
formed. Fig. 13 allows the comparison of the passive source time-
lapse imaging results from two days before the start of the pres-
sure drive project (July 20 to 21) until days 11 and 12 of the project
(July 30 to 31), where the horizontal axis represents the geophone
number and the vertical axis is the zero-offset travel time. Fig. 14
directly compares and analyzes the imaging results at each
receiver point at different time periods.

By putting together data at different times at the same receiver
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point and analyzing the consistency of the signal, we can under-
stand the characteristics of changes that occur in the reservoirs. The
areas within the blue boxes are those with obvious differences in
the data. It can be clearly observed that the monitoring data before
and after water injections in Well X41 and Well X42 are quite
different: in the underground reservoir of Well X41 there are
obvious changes, but the abnormal range of the seismic response is
not as large as that of Well X42. There is still some distance between
the flood front and the bottom of Well X41, which is interpreted as a
connected fracture in the subsurface, but which has not yet
completely penetrated. Pressure flooding has a great impact on the
underground reservoir of Well X42, and the difference before and
after monitoring is the largest, and the subsoil is basically
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connected, so it is likely to be penetrated. Pressure flooding in Well
X26 and Well X45 has an impact on these underground reservoirs,
but the seismic response is much lower than that of Well X41 and
Well X42, indicating that the subsoil has been affected by pressure
flooding. However, pressure flooding in Well X26 and Well X45 is
much less obvious than in Well X41 and Well X42. That means that
the reservoir along Well X41 and Well X42 has changed, but there
are no solid signs of connectivity. The pressure flooding effect in
Well X47 is not obvious, and the imaging results show that there
are no obvious changes in the reservoir near the water injection
well, and the waterflooding front is far from the bottom of Well X47.

Following the same interpretation method, the differences be-
tween images will increase when changes occur in the
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underground reservoirs. Next, we consider the passive source time-
lapse imaging results from the days 21st and 22nd (August 10—11)
and then the days 31st and 32nd (August 19—20). As can be seen in
Fig. 15, with the continuous pressure flooding, the reservoir in Well
X41 is still changing obviously, and the difference continues to in-
crease. The underground fracture is basically connected and is very
likely to have been penetrated. The reservoir in Well X42 is still
changing intensely, which is explained by the fact that the reservoir
is in a relatively stable state after fracture penetration. With the
continuous pressure flooding in Well X26 and Well X45, the im-
aging difference gradually increases and the waterflooding front
continues to advance to the bottom of the well. The monitoring
results of Well X47 show that the pressure flooding effect is
average, and the reservoir near the well presents obvious changes,

but they are far from its bottom. Looking at Fig. 16, the imaging
difference between Well X41 and Well X42 persists, which is
explained by the fact that the underground reservoir is relatively
stable after fracture penetration. The monitoring results of Well
X26, Well X45 and Well X47 show that the pressure flooding is in
progress, and the difference continues to increase and still has an
impact on these wells. The change in the reservoir in Well X26 is
the largest, while the reservoir in Well X47 has the smallest change.
The change in the reservoir in Well X45 is weaker than that in Well
X26.

To obtain an accurate estimation of the flood front, we carry out
similarity matrix calculation using the time-lapse image results
shown in Figs. 14—16, and we obtain the normalized (the range of
0—1) similarity matrix results (Fig. 17(a)—(c)). It can be seen that the
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similarity of the results gradually decreases as the pressure flood-
ing progresses. Based on the results shown in Fig. 17(a)—(c), by
projecting the position of the black line that marks the anomaly
boundary onto the corresponding geophone position in the
observation system, we can draw the underground waterflooding
fronts predicted by the passive source imaging method for three
different time periods (Fig. 18(a)—(c)), and thus observe their
progress over time (see colored irregular area). The red arrows
represent the level of predicted underground connectivity. The
thicker the arrow, the better the connectivity effect. Red lines
represent fracture directions. According to the fracture distribution
plotted in Fig. 19(a)—(e), Well X41 and Well X42 are directly
penetrated by the fractures, which means that they are connected
by natural fractures during the pressure flooding. Looking at the
map of the working area (lower left corner), we can see that several
large fractures are distributed along Well X46, Well X41 and Well
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Fig. 11. Observation system resembling a star layout (The black numbers and black
dotted lines are the geophones numbers and layout directions.)

X42, which is consistent with the actual monitoring prediction
results. The fractures distributed near Well X26 are perpendicular
to the well trajectory and the underground fractures are connected
in the initial stage of pressure flooding, so the impact on production
is limited. Nevertheless, as the pressure flooding surface ap-
proaches the bottom of Well X26 in the later stage, the pressure
drive effect improves rapidly. The fractures and well trajectory near
Well X45 have a basically horizontal layout, and it is easy to achieve
the production increase effect with pressure flooding, but the
production increase is limited. The fracture distribution near Well
X47 is oblique to the well trajectory; therefore, if pressure flooding
is increased, there should have a better effect on underground
connectivity and increase production.
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4.2. Tracking and checking results

In this pressure flooding monitoring, we use background noise
data collected over 32 days, from July 20 to August 20. From these
data, we conduct the passive source seismic imaging process for
four time periods, namely: July 20 to July 21, July 30 to July 31,
August 10 to August 11 and August 19 to August 20. The results
show that the order of connectivity effects of the five wells after
pressure flooding is as follows: X42, X41, X45, X26 and X47. In
comparison, Well X47 has the smallest reservoir change among all
wells, which means that the water flood is advancing under the
pressure impulse, but the resistance is great. Therefore, pressure
flooding operation can be further implemented in this well. Obvi-
ously, production is expected to increase with the advance of the
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flood front.

Fig. 19 shows the in-situ production data of the five oil wells
monitored in the target area for the purpose of tracking and veri-
fying the results after pressure flooding work. Well X26 (Fig. 19(a))
had an obvious pressure flooding effect, and the water content
reached a peak of 55.6% on August 12. After stopping the pressure
flooding operation, oil production increased obviously and reached
its peak on August 15. Regarding Well X47 (Fig. 19(b)), the fluctu-
ation of oil and gas production is not obvious during the pressure
flooding operation, indicating that the pressure flooding effect is
not clear. The water content suddenly increased on August 4, fol-
lowed by a significant increase in oil and gas production, indicating
that pressure flooding played an effective role, especially after that
date. After stopping the pressure flooding operation, oil production
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increased significantly. This reveals that after this stop the water-
flooding front still moves under the action of pressure. During the
entire pressure flooding process of Well X45 (Fig. 19(c)), the oil
production and gas production did not change regularly, and the
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production data fluctuated with the development of the operation,
indicating that pressure flooding has an obvious driving effect on
underground reservoirs. Well X42 (Fig. 19(d)) produced 100% water
content by pressure flooding on July 28, and oil/gas production
dropped significantly. Since July 28, both oil and gas production
decreased obviously. On August 13, oil and gas production was close
to zero. It can be seen from the data that the well was under
pressure on July 28 and the water flood front reached the bottom of
the well, but there were still other places connected that did not
bring some oil and gas to the bottom of the well. After August 13,
the flood front corresponding to this area also reached the bottom
of the well and no oil or gas was produced. Well X41 (Fig. 19(e))
produced 100% water content by pressure flooding on August 4, and
oil/gas production dropped sharply. This means that the well was
penetrated and the water flood front reached the bottom.

5. Conclusions

Based on passive source seismic interference imaging and time-
lapse seismic analysis, we propose a continuous and low-cost dy-
namic reservoir monitoring method to control the waterflooding
front in oilfields. To do this, we carry out a series of specific oper-
ations and data screening on long-term passive source noise data
collected at different time periods, and finally obtain the dynamic
changes of underground reservoirs through time-lapse imaging
analysis, thus allowing the entire process to be monitored in
continuous. The results obtained first through a laboratory exper-
iment with synthetic data and subsequently through a practical
example with real field data demonstrate that the proposed
method can be used to monitor the waterflooding front. The field
data strongly support the results obtained through dynamic
monitoring based on passive source seismic imaging and prove the
effectiveness and feasibility of the proposed method.

It is worth noting that the goal of this method is not to perform
structural imaging like conventional seismic methods, but to reflect
changes in underground reservoirs through time-lapse imaging
and similarity matrix analysis. In addition, as current seismic
acquisition instruments are gradually beginning to have the ability
to transmit in real time, when we image enough times, we can
achieve a fast response monitoring. This paper is one of the few
successful cases of applying the passive source time-lapse seismic
method to oil field development. The proposed method has been
used for many waterflooding monitoring experiments in some
working areas of Shengli Oilfield. The monitoring cost is low and
the results are reliable. This provides valuable guidance for future
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developments and has enormous application potential. At present,
we are trying to use this method for the long-term monitoring of a
large-scale CO; flooding project in Xinjiang, China, which is likely to
become a useful tool for CO, geological storage safety monitoring
and help to control carbon dioxide emissions and the carbon
footprint.
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