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a b s t r a c t

Full-waveform inversion (FWI) uses the full information of seismic data to obtain a quantitative esti-
mation of subsurface physical parameters. Anisotropic FWI has the potential to recover high-resolution
velocity and anisotropy parameter models, which are critical for imaging the long-offset and wide-
azimuth data. We develop an acoustic anisotropic FWI method based on a simplified pure quasi P-
wave (qP-wave) equation, which can be solved efficiently and is beneficial for the subsequent inversion.
Using the inverse Hessian operator to precondition the functional gradients helps to reduce the
parameter tradeoff in the multi-parameter inversion. To balance the accuracy and efficiency, we extend
the truncated Gauss-Newton (TGN) method into FWI of pure qP-waves in vertical transverse isotropic
(VTI) media. The inversion is performed in a nested way: a linear inner loop and a nonlinear outer loop.
We derive the formulation of Hessian-vector products for pure qP-waves in VTI media based on the
Lagrange multiplier method and compute the model update by solving a Gauss-Newton linear system via
a matrix-free conjugate gradient method. A suitable preconditioner and the Eisenstat and Walker
stopping criterion for the inner iterations are used to accelerate the convergence and avoid prohibitive
computational cost. We test the proposed FWI method on several synthetic data sets. Inversion results
reveal that the pure acoustic VTI FWI exhibits greater accuracy than the conventional pseudoacoustic VTI
FWI. Additionally, the TGN method proves effective in mitigating the parameter crosstalk and increasing
the accuracy of anisotropy parameters.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

4.0/).
1. Introduction

Full-waveform inversion (FWI) iteratively updates subsurface
parameter models by a data-fitting procedure minimizing the dis-
tance between predicted and observed data (Tarantola, 1984;
Virieux and Operto, 2009). Using the full wave equation to govern
seismic wave propagation in the Earth, FWI can provide accurate
physical parameters and quantitative images of the subsurface.
Owing to the ability of obtaining P- and S-velocities, density,
attenuation and anisotropic parameters, the multi-parameter FWI
in elastic, anisotropic and viscoelastic media attracts an increasing
interest in the past decades (Tarantola, 1986; Sheen et al., 2006;
Sears et al., 2008; Prieux et al., 2013; Alkhalifah and Plessix, 2014;
ngineering and Geomatics,

y Elsevier B.V. on behalf of KeAi Co
Ren et al., 2021; Gao et al., 2021; Yong et al., 2022).
The multi-parameter FWI suffers from the parameter tradeoff

because different parameters can have a coupled effect on the
seismic response. There are mainly two kinds of methods to
analyze the tradeoff effect: the radiation pattern and the Hessian
operator (Operto et al., 2013). The radiation pattern indicates the
amplitude variations of the partial derivative wavefield as a func-
tion of the scattering angle and shows the sensitivity of the scat-
tered wave to a parameter perturbation along different direction.
The crosstalk is serious when two parameter classes exhibit similar
scattering patterns. It is also noted that the model update wave-
number depends on the scattering angle and the modulus of the
local wavenumber. Thewide and small scattering angles, associated
with the diving and short-spread reflected waves, image the long
and short wavelengths of the subsurface, respectively. The radia-
tion patterns can be analytically derived based on the framework of
the asymptotic ray þ Born approximation (Forgues and Lambar�e,
1997) or numerically computed by the subtraction of two
mmunications Co. Ltd. This is an open access article under the CC BY-NC-ND license
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snapshots for a homogeneous model with or without a certain
parameter perturbation (Malinowski et al., 2011; Zhou et al., 2015;
Ren and Liu, 2016). The Hessian operator is used in the Newton-
based method and can be divided into several blocks in the
multi-parameter inversion. The diagonal blocks, formed by the
autocorrelation of the partial derivative wavefield associated with
the parameters of the same nature, determine the partial resolution
of the estimation. The off-diagonal blocks, formed by the cross-
correlation of the partial derivative wavefield associated with the
parameters of different nature, show the parameter tradeoff effect.
The interparameter crosstalk disappears when the elements in the
off-diagonal blocks of the Hessian matrix are zero. Incorporating
the inverse Hessian operator on the gradients helps to remove the
blurring effects, caused by the uneven illumination and the limited
bandwidth of seismic data, improve the spatial resolution, and
remove the interparameter crosstalk (Pratt et al., 1998; Fichtner and
Trampert, 2011; M�etivier et al., 2013; Yang et al., 2018; Liu et al.,
2020; Wang et al., 2022). The explicit computation of the Hessian
and its inverse is unaffordable for current computational capability.
The quasi-Newton methods, using an approximate inverse Hessian,
can dramatically improve the efficiency at the cost of the inversion
accuracy. The L-BFGS approximation is the most popular quasi-
Newton method in FWI (Nocedal and Wright, 1999; Virieux and
Operto, 2009). Afterward, the truncated Gauss-Newton (TGN) and
truncated Newton (TN) methods, using the linear and full Hessian
operator, respectively, are proposed to accelerate the convergence
rate and minimize the interparameter tradeoff (M�etivier et al.,
2013, 2014). The methods are implemented based on the compu-
tation of Hessian-vector products and a matrix-free conjugate
gradient solution of a Newton linear system. Up to now, the TGN
and TN methods have been applied in elastic (Liu et al., 2020),
anisotropic (Pan et al., 2016), viscoacoustic (Yang et al., 2018) and
viscoelastic (Gao et al., 2021) FWI in the time or frequency domain.
The TGN and TN methods require a large number of forward
modeling in the inner linear iterations. The source encoding
(Castellanos et al., 2015), shot subsampling (Matharu and Sacchi,
2019; Wang et al., 2022) and Fourier-domain full-scattered-field
approximation (Yong et al., 2022) are effective strategies to lower
the computational burden. The parameter tradeoff can further be
reduced by applying a suitable parameterization (Gholami et al.,
2013; Alkhalifah and Plessix, 2014), the P- and S-wave separation
(Ren and Liu, 2016; Wang et al., 2017) or a hierarchical inversion
workflow (Jeong et al., 2012; Ren et al., 2019).

Accounting for the anisotropic effect in FWI is crucial for
quantitative imaging of the subsurface. Researchers have explored
elastic anisotropic FWI in vertical (Kamath and Tsvankin, 2016; Pan
et al., 2019; Singh et al., 2020), horizontal (Pan et al., 2016), tilted
(Rusmanugroho et al., 2017; Singh et al., 2021) transverse isotropic
(TI), and orthorhombic (Oh and Alkhalifah, 2016) media. Based on
the radiation patterns, He et al. (2018) analyzed the sensitivity of
seismic data to a certain elastic parameter in the land elastic ver-
tical TI (VTI) FWI. Pan et al. (2016) analytically computed the ra-
�
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k4x ð1þ 2εÞ2 þ 2ð1� 2εþ 4dÞk2xk2z þ k4z

q �bP ¼0 (1)
diation patterns in general anisotropic media and implemented
elastic TN FWI in horizontal TI media. Rusmanugroho et al. (2017)
showed that the Voigt parameters and the Chen and Tromp pa-
rameters contributed to the recovery of anisotropy parameters and
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tilt angles in elastic tilted TI FWI. Compared with elastic anisotropic
FWI, acoustic anisotropic FWI is computationally efficient (Plessix
and Cao, 2011; Prieux et al., 2011; Gholami et al., 2013; Alkhalifah
and Plessix, 2014; Hadden et al., 2019). Plessix and Cao (2011)
employed the eigenanalysis of the Hessian operator to analyze
the tradeoff between parameters in acoustic VTI FWI. Gholami et al.
(2013) performed the sensitivity and crosstalk analyses for several
combinations of parameters and concluded that the velocity had
more dominant influence on seismic data than the anisotropy pa-
rameters. Alkhalifah and Plessix (2014) derived the radiation pat-
terns for six parameter classes and revealed that the
parameterization with the normal moveout (NMO) velocity and
anisotropy parameters exhibited limited interparameter crosstalk.
Wang and Dong (2015) carried out TN FWI in VTI media and proved
the advantage of the TNmethod over the L-BFGSmethod. The work
in this field is focused on discussing which parameterization is
suitable for FWI in VTI media and which parameters can be reliably
inverted for. Also, the present acoustic anisotropic FWImethods are
based on the pseudoacoustic wave equations. Two problems arise
when the pseudoacoustic solvers are used in anisotropic FWI. The
spurious S-wave artifacts greatly reduce the accuracy and the
inversion becomes unstable if the anisotropy parameter ε < d

(Alkhalifah, 2000; Duveneck et al., 2008). The pure quasi-P (qP)
wave equations have been further proposed for modeling seismic
wave propagation in TI media (Chu et al., 2011; Li and Zhu, 2018;
Mu et al., 2023). The pure qP-wave equations are free from the
spurious S-waves and can be solved stably for any ε and d. The ra-
diation patterns and the Hessian operator for the pure qP-wave FWI
are different from those for the pseudoacoustic and elastic aniso-
tropic FWI. Hence, it is necessary to investigate anisotropic FWI
methods under the pure acoustic approximation. Ren et al. (2024)
performed FWI of pure qP-waves in TTI media based on different
parameterizations and concluded that the parameterization of the
NMO velocity and anisotropy parameters helped to enhance the
inversion accuracy. However, the improvement is relatively small.

In this paper, we develop an acoustic VTI FWImethod based on a
simplified pure qP-wave equation. The approximate Hessian
operator is used to analyze the tradeoff between parameters. We
derive the formulations of Hessian-vector products based on the
Lagrange multiplier method and present an efficient matrix-free
Gauss-Newton method. Synthetic data on a simple model and the
modified Hess VTI model are applied to test the proposed method.
The pseudoacoustic FWI, pure acoustic FWI, and pure acoustic TGN
FWI are compared.

2. Methodology

2.1. The forward problem

The pure qP-wave equation in VTI media is expressed as (Liu
et al., 2009)
where bP denotes the pressure field in the frequency-wavenumber
domain, u is the angular frequency, kx ¼ k cos q and kz ¼ k sin q,
k is the wavenumber, q is the angle between the x-axis and the
propagation direction, v is the propagation velocity along the



Fig. 1. (a) Different approximations of the pseudo-differential operator and (b) the approximation errors in the wavenumber domain, ε ¼ 0.3 and d ¼ �0.2. Ref, LS, TE and SA
represent the exact pseudo-differential operator and the approximations based on LS, TE and SA, respectively.
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symmetry axis, and ε and d are the Thomsen's anisotropy param-
eters (Thomsen, 1986). It is cumbersome to cope with the pseudo-
differential operator in Eq. (1). Chu et al. (2011) used the Taylor
series expansion (TE) to approximate the square root term:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k4x ð1þ 2εÞ2 þ 2ð1� 2εþ 4dÞk2xk2z þ k4z

q
z ð1þ2εÞk2x þ k2z

þ 4ðd� εÞk2xk2z
ð1þ 2εÞk2x þ k2z

(2)

Based on Eqs. (1) and (2), the pure qP-wave equation in the
time-space domain is derived:

v2p
vt2

¼ v2

 
ð1þ2εÞ v

2p
vx2

þ v2p
vz2

þ2ðd� εÞ v4q
vx2vz2

!
(3)

ð1þ2εÞ v
2q
vx2

þ v2q
vz2

¼ p (4)

where p is the time-space-domain pressure and q is the auxiliary
field. Eq. (3) can be solved by the finite-difference (FD) or pseudo-
spectral method. Discretizing Eq. (4) by FD leads to a sparse linear
equation system, which can be solved by an iterative linear solver.

Li and Zhu (2018) applied a different algebraic expression to
approximate the square root term:
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k4x ð1þ 2εÞ2 þ 2ð1� 2εþ 4dÞk2xk2z þ k4z

q
z c1k

2
x þ c2k

2
z

þ c3
k2xk

2
z

k2x þ k2z
(5)

and optimized the coefficients c1 � c3 by minimizing the abso-
lute error between both sides of Eq. (5) based on the least-squares
(LS). For details on the computation of c1 � c3, please see Li and Zhu
(2018). The LS-based pure qP-wave equation is written as

v2p
vt2

¼ v2

2

 
d1

v2p
vx2

þd2
v2p
vz2

þd3
v4q

vx2vz2

!
(6)

v2q
vx2

þ v2q
vz2

¼ p (7)

where

d1 ¼1þ 2εþ c1;d2 ¼ 1þ c2; d3 ¼ c3 (8)

Eq. (7) is a Poisson's equationwith constant coefficients and can
be solved by the fast Poisson solver (Strang, 2007). From the point
of view of computational efficiency, the LS-based pure qP-wave
equation is superior to the TE-based one. Note that the co-
efficients c1 � c3 depend on the Thomsen's anisotropy parameters



Fig. 2. (a) Different approximations of the pseudo-differential operator and (b) the approximation errors in the wavenumber domain, ε ¼ 0.2 and d ¼ 0.3.
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and need to be recomputed in each iteration because ε and d keep
changed during the inversion.

We then use a sampling approximation (SA) (Finkelstein and
Kastner, 2007; Yang et al., 2016) to approximate the pseudo-
differential operator. Setting k2x ¼ 0, k2z ¼ 0 and k2x ¼ k2z , respec-
tively in Eq. (5), gives

c1 ¼1þ 2ε; c2 ¼ 1; c1 þ c2 þ
c3
2

¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2 þ 2dþ 1

p
(9)

which is equivalent to

c1 ¼1þ 2ε; c2 ¼1; c3 ¼4
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε
2 þ 2dþ 1

p
� ε� 1

�
(10)

The SA approximation guarantees that the errors along eight
propagation directions (q ¼ np

4 ; n ¼ 0;1;…;7) are equal to zero for
the 2D case. Substituting Eq. (10) into Eqs. (6)e(8) results in

v2p
vt2

¼ v2

 
ð1þ2εÞ v

2p
vx2

þ v2p
vz2

þ2
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε
2 þ 2dþ 1

p
� ε� 1

� v4q
vx2vz2

!
(11)

v2q
vx2

þ v2q
vz2

¼ p (12)

Eqs. (11) and (12) represent the simplified pure qP-wave equa-
tion, which can still be solved by FD and the fast Poisson solver
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(Strang, 2007). The coefficients of the spatial derivatives in Eq. (11)
are expressed explicitly by velocity and anisotropy parameters,
which is beneficial for the subsequent inversion. The functional
gradients with respect to model parameters can be analytically
derived.

In Figs. 1 and 2, two homogenous models are used to evaluate
the accuracy of different approximations of the pseudo-differential
operator. The case that ε is close and far from to d is called as weak
and strong anelliptical anisotropy, respectively. It is observed that
the TE-based approximation exhibits larger errors than the other
two approximations for the anelliptical anisotropic case (ε ¼ 0.3
and d¼�0.2). The accuracy of the SA approximation is very close to
that of the LS-based approximation for either weak or strong
anelliptical anisotropy. Figs. 3 and 4 illustrate the modeled snap-
shots using different pure qP-wave equations. The time step is 1.0
ms, the recording time is 1.0 s, the grid spacing is 10 m, and the grid
dimensions are 201 � 201. A Ricker wavelet with the peak fre-
quency of 30 Hz is used as a source. The approximate equations are
solved by FD with the second-order accuracy in time and the tenth-
order accuracy in space. The equation based on the exact pseudo-
differential operator is solved by the pseudo-spectral method. All
the three approximate equations can obtain reasonable wavefield
for the weak anelliptical anisotropy, whereas the amplitude errors
appear in the simulated results with the anellipticity increasing.
However, the solutions of the approximate equations have correct
kinematics of qP-waves for the strong anelliptical anisotropic case.
In addition, the pure qP-wave equations can be solved stably for the



Fig. 3. (a) Snapshots at 0.4 s modeled by using different pure qP-wave equations based on the pseudo-differential operator and the approximations and (b) the errors of different
approximations for a homogeneous VTI model, v ¼ 2000 m/s, ε ¼ 0.3 and d ¼ �0.2.

Z.-M. Ren, L. Wang and Q.-Z. Bao Petroleum Science 21 (2024) 3102e3124
case of ε < d (ε¼ 0.2 and d¼ 0.3). The simplified and LS-based pure
qP-wave equations are preferable to the TE-based equation for
modeling the wave propagation in the media with strong anellip-
tical anisotropy. The computational time of solving the TE-based,
LS-based and simplified equations is 41.6, 30.4 and 30.2 s, respec-
tively on the workstation with two AMD EPYC 7542 processors and
384 GB of memory.

As mentioned above, the simplified pure qP-wave equation has
very close accuracy, efficiency and stability to the LS-based equa-
tion.We apply the simplified equation in the following FWI because
the coefficients can be expressed explicitly by the velocity and
anisotropy parameters.
2.2. The inverse problem

FWI updates subsurface models by minimizing the distance
between the predicted and observed data. The misfit function in
the L2-norm criterion is constructed:

min
v;ε;d

Eðv; ε; dÞ¼1
2

ð
ðx;zÞ2H

ðT
0
ðRP� PobsÞTðRP� PobsÞdtdxdz

(13)

where P and Pobs represent the modeled and observed data,
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respectively, H is the computational domain, T is the computational
time, the superscript T is the matrix transport operator, and R is a
mapping of the wavefield to the receivers' locations. A summation
over all sources is omitted for the sake of clarity. The wavefield P is
modeled by the forward problem:

AP¼ s (14)

where P ¼ ½p q�T, s denotes the source item,

A¼

26664
v2

vt2
�v2ð1þ2εÞ v

2

vx2
�v2

v2

vz2
�2v2

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2þ2dþ1

q
�ε�1

� v4

vx2vz2

�1
v2

vx2
þ v2

vz2

37775
(15)

Eq. (14), the same as Eqs. (11) and (12) except for the source
term, is treated as a constraint condition, and we employ the
Lagrange multiplier method (Bunks et al., 1995) to solve the mini-
mization problem. The misfit function is rewritten as

min
v;ε;d

Jðv; ε; dÞ¼min
v;ε;d

Eðv; ε; dÞ þ
ð
ðx;zÞ2H

ðT
0
lTðAP� sÞdtdxdz (16)



Fig. 4. (a) Snapshots at 0.4 s modeled by using different pure qP-wave equations based on the pseudo-differential operator and the approximations and (b) the errors of different
approximations for a homogeneous VTI model, v ¼ 2000 m/s, ε ¼ 0.2 and d ¼ 0.3.
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where l ¼ ½l1 l2�T stands for the Lagrange multiplier function.
Integrating Eq. (16) by parts gives

min
v;ε;d

Jðv; ε; dÞ¼min
v;ε;d

Eðv; ε; dÞ þ
ð
ðx;zÞ2H

ðT
0

�
PTATl� lTs

�
dtdxdz

(17)

Setting vJ=vP ¼ 0 leads to

ATl¼ � ðRP� PobsÞ (18)

Eq. (18) denotes the adjoint equation of pure qP-waves in VTI
media and can also be solved by FD and the fast Poisson solver
(Strang, 2007). The functional gradients with respect to velocity
and anisotropy parameters are computed by the chain rule vE

vm ¼
vJ
vm ¼ vJ

vP
vP
vmþ vJ

vm, m2fv; ε;dg.

vE
vm

¼
ðT
0
lT

vA
vm

Pdt (19)

where
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vA
vv

¼

264�2vð1þ2εÞ v
2

vx2
�2v

v2

vz2
�4v

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2þ2dþ1

q
�ε�1

� v4

vx2vz2

0 0

375
(20)

vA
vε

¼

264�2v2
v2

vx2
�2v2

�
εffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε
2 þ 2dþ 1

p � 1
�

v4

vx2vz2

0 0

375 (21)

vA
vd

¼

2640 �2v2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2 þ 2dþ 1

p v4

vx2vz2

0 0

375 (22)

We carry out FWI of pure qP-waves for VTI media as follows:
forward propagating the source wavefield by Eq. (14); backward
propagating the adjoint wavefield by Eq. (18); obtaining the gra-
dients with the velocity and anisotropy parameters by Eq. (19);
updating the velocity and anisotropy parameter models using a
proper optimization algorithm.

The preconditioning of the functional gradients helps to accel-
erate the convergence and mitigate the parameter tradeoff. The
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inverse Hessian operator is generally used in the Newton-based
methods

Dmk ¼ �H�1
k gradk (23)

where

m¼ ½v1 v2 … vN ε1 ε2 … εN d1 d2 … dN�T (24)

grad¼
�
vE
vv1

vE
vv2

…

vE
vvN

vE
vε1

vE
vε2

…

vE
vεN

vE
vd1

vE
vd2

…

vE
vdN

�T
(25)

H¼
24Hvv Hvε Hvd
Hεv Hεε H

εd
Hdv Hdε Hdd

35T (26)

Hmm0 ½i�½j� ¼ v2E
vmivm0

j
;m;m02fv; ε; dg; i; j ¼ 1;2;…;N (27)

where Dm is the model update, grad is the gradient vector, H is the
Hessian operator, N is the grid dimensions, and k denotes the kth
iteration. The relation between first- and second-order derivatives
of the misfit function with respect to model parameters is

H¼ vgradT

vm
(28)

The TN methods can be performed without the explicit
computation of the Hessian and its inverse operator. We then
derive the formulation of Hessian-vector products for pure qP-
waves in VTI media. A new misfit function is constructed:

F ¼ gradTx ¼
XN
i¼1

�
vE
vvi

xvi þ
vE
vεi

xεi þ
vE
vdi

xdi

�
(29)

where x is an arbitrary vector with the dimension of 3N and can be
expressed as

x¼ ½xv1 xv2 … xvN xε1 xε2 … xεN xd1 xd2 … xdN �T (30)

Based on Eqs. (28) and (29), we have

vF
vm

¼ vgradT

vm
x ¼ Hx (31)

Note that the Hessian-vector products (Hx) are equivalent to the
functional gradients with respect to model parameters. We use the
Lagrange multiplier method instead of the second-order adjoint-
state method to formulate the Hessian-vector products for pure qP-
waves in VTI media. The continuous formulation is derived for the
sake of clarity. The misfit function becomes

F ¼
ð
ðx;zÞ2H

�
vE
vv
xv þ vE

vε
xε þ vE

vd
xd

�
dxdz (32)
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The gradient vE=vm,m2fv; ε; dg is computed by Eq. (19) and the
forward and adjoint wavefield satisfy Eqs. (14) and (18), respec-
tively. We treat Eqs. (14), (18) and (19) as a constraint condition and
rewrite the misfit function as

G¼F

þ
ð
ðx;zÞ2H

0BBBBB@
mv

 
vE
vv

�
ðT
0
lT

vA
vv

Pdt

!
þm

ε

 
vE
vε

�
ðT
0
lT

vA
vε

Pdt

!

þmd

 
vE
vd

�
ðT
0
lT

vA
vd

Pdt

!
1CCCCCAdxdz

þ
ð
ðx;zÞ2H

ðT
0
kTðAP� sÞdtdxdzþ

ð
ðx;zÞ2H

ðT
0
DPT

�
ATlþRP

� Pobs

�
dtdxdz

(33)

where mm, m2fv; ε;dg, and DP ¼ ½Dp Dq�T and k ¼ ½k1 k2�T are the
Lagrange multiplier functions. Eq. (33) can be simplified as

G¼
ð
ðx;zÞ2H

�
ðxv þmvÞ

vE
vv

þðxε þm
ε
Þ vE
vε

þðxd þmdÞ
vE
vd

�
dxdz

þ
ð
ðx;zÞ2H

ðT
0

0BB@
kTðAP� sÞ þ DPT

�
ATlþ RP� Pobs

�
�lT

�
mv
vA
vv

þ m
ε

vA
vε

þ md
vA
vd

�
P

1CCAdtdxdz

(34)

Setting

mm ¼ � xm;m2fv; ε; dg (35)

we have

G¼
ð
ðx;zÞ2H

ðT
0

0BB@
kTðAP� sÞ þ DPT

�
ATlþ RP� Pobs

�
�lT

�
mv
vA
vv

þ m
ε

vA
vε

þ md
vA
vd

�
P

1CCAdtdxdz

(36)

Integrating Eq. (36) by parts results in

G¼
ð
ðx;zÞ2H

ðT
0

0B@kTðAP� sÞ þ lTADPþ DPTðRP� PobsÞ

�lT
�
mv
vA
vv

þ m
ε

vA
vε

þ md
vA
vd

�
P

1CAdtdxdz

(37)

or



Fig. 5. Schematic diagrams of the computation of (a) functional gradients and (b)
Hessian-vector products.

Fig. 6. A VTI model with correlated (a) v, (b) ε and (c) d structures.
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G¼
ð
ðx;zÞ2H

ðT
0

0BBB@
PTATk�kTsþDPT

�
ATl�Pobs

�
þPTRDP

�PT

 
mv
vAT

vv
þm

ε

vAT

vε
þmd

vAT

vd

!
l

1CCCAdtdxdz

(38)

where vAT=vm ¼ ðvA=vmÞT,m2fv;ε;dg. Setting vG= vl ¼ 0 or vG= v
P ¼ 0 gives

ADP¼
�
mv
vA
vv

þm
ε

vA
vε

þmd
vA
vd

�
P (39)

ATk¼
 
mv
vAT

vv
þm

ε

vAT

vε
þmd

vAT

vd

!
l� RDP (40)

Eqs. (39) and (40) can be regarded as the perturbed forward and
adjoint equations and are still solved by FD and the fast Poisson
solver (Strang, 2007). The gradients of the misfit function F with
respect to model parameters are calculated by the chain rule vF

vm ¼
vG
vm ¼ vG

vP
vP
vmþ vG

vl
vl
vmþ vG

vm, m2fv; ε;dg.

vF
vm

¼
ðT
0
kT

vA
vm

Pdt þ
ðT
0
lT

vA
vm

DPdt
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�
ðT
0
lT
 
mv

v2A
vvvm

þm
ε

v2A
vεvm

þmd
v2A
vdvm

!
Pdt (41)

where v2A=ðvmvm0Þ ¼ v2A=ðvm0vmÞ, m;m02fv; ε;dg,

v2A
vv2

¼

264�2ð1þ2εÞ v
2

vx2
�2

v2

vz2
�4
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε
2þ2dþ1

q
� ε�1

� v4

vx2vz2

0 0

375
(42)



Fig. 7. Plots of the approximate Hessian (a) before and (b) after the velocity is adimensionalized for the VTI model with correlated v, ε and d structures.
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v2A
vvvε

¼

264�4v
v2

vx2
�4v

�
εffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε
2 þ 2dþ 1

p � 1
�

v4

vx2vz2

0 0

375 (43)
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v2A
vvvd

¼

2640
�4vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ε
2 þ 2dþ 1

p v4

vx2vz2

0 0

375 (44)
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v2A
vε2

¼

26664
0

�2v2ð2dþ 1Þ� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2 þ 2dþ 1

p �3 v4

vx2vz2

0 0

37775 (45)

v2A
vεvd

¼

26664
0

2v2ε� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2 þ 2dþ 1

p �3 v4

vx2vz2

0 0

37775 (46)
Fig. 8. FWI gradients (a)e(c) before and (d)e(f) after the inverse approximate Hessian pr
respect to (a) and (d) v, (b) and (e) ε and (c) and (f) d.
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v2A

vd2
¼

26664
0

2v2� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
2 þ 2dþ 1

p �3 v4

vx2vz2

0 0

37775 (47)

Based on Eqs. (14), (18), (35) and (39)e(41), we can obtain the
gradients of F with respect to model parameters, which are the
solution to the Hessian-vector products for the continuous prob-
lem. The discrete Hessian-vector products (Hx) are estimated by
numerically solving Eqs. (14), (18), (39) and (40) and calculating the
gradients for each grid point.

Eq. (40) can be split into two sub-equations:
econditioning for the VTI model with correlated v, ε and d structures. Gradients with



Fig. 9. A VTI model with uncorrelated (a) v, (b) ε and (c) d structures.
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ATDl¼
 
mv
vAT

vv
þm

ε

vAT

vε
þmd

vAT

vd

!
l (48)

ATg¼ � RDP (49)

where k ¼ Dlþ g, Dl ¼ ½Dl1 Dl2�T and Dl ¼ ½g1 g2�T. Eq. (41) is
rewritten as a summation of four terms

vF
vm

¼Hx1 þ Hx2 þ Hx3 þ Hx4 (50)

where
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Hx1 ¼
ðT
0
gTvA

vm
Pdt (51)

Hx2 ¼
ðT
0
DlT

vA
vm

Pdt (52)

Hx3 ¼
ðT
0
lT

vA
vm

DPdt (53)

Hx4 ¼ �
ðT
0
lT
 
mv

v2A
vvvm

þm
ε

v2A
vεvm

þmd
v2A
vdvm

!
Pdt (54)

Fig. 5 illustrates the physical interpretation of different terms in
Eq. (50). It is seen that the first term and the latter three terms are
associated with the first- and second-order scattering effect,
respectively. The full Hessian matrix H is composed of the Gauss-
Newton term B and the second-order term DH. The TGN method
only takes the term B, determined by the first-order derivatives of
the wavefield with respect to model parameters (the Jacobian
matrix), into account. The Gauss-Newton Hessian-vector products
(Bx) can be obtained by ignoring the contribution associated with
the second-order scattering. As a result, Eq. (50) becomes

vF
vm

¼Hx1 ¼
ðT
0
gTvA

vm
Pdt (55)

The TGN and TNmethods require 3 (Eqs. (14), (39) and (49)) and
4 (Eqs. (14), (18), (39) and (40)) wave propagation simulation,
respectively, to compute the Hessian-vector products. The second-
order term makes the Hessian operator symmetric indefinite and a
negative curvature might be detected. The Gauss-Newton term is
symmetric positive definite. Therefore, the Gauss-Newton method
generally exhibits better stability. The second-order term of the
Hessian matrix plays a key role in the inversion of multiples
(prismatic waves, Liu et al., 2020). However, this is beyond the
scope of this paper. We utilize the TGN method in FWI of pure qP-
waves for the sake of efficiency and stability.

The Gauss-Newton linear system is written as

BkDmk ¼ � gradk (56)

which can be solved stably and efficiently by a matrix-free
conjugate gradient method based on the computation of Hessian-
vector products (Bx). A simple preconditioner Q is used to accel-
erate the convergence of the inner iterations. Eq. (56) becomes

Q kBkDmk ¼ � Q kgradk (57)

where

Q k ¼
24 svBv

sεBε

sdBd

35�1

(58)



Fig. 10. Plots of the approximate Hessian (a) before and (b) after the velocity is adimensionalized for the VTI model with uncorrelated v, ε and d structures.
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Bm¼

26664
Bm1

Bm2

1

BmN

37775;

Bmi ¼
ðT
0

�
vA
vm

P
�2

dt

					
i

;m2 fv; ε; dg; i¼1;2;…;N

(59)

sm, m2fv; ε; dg is the scaling factor associated with the
3113
sensitivity of seismic data to different model parameters (Yang
et al., 2018; Yong et al., 2022). The Eisenstat and Walker stopping
criterion is applied to determine the number of the conjugate
gradient iterations (Eisenstat and Walker, 1996; M�etivier et al.,
2013)

kBkDmk þ gradkk2 � hkkgradkk2 (60)

where k,k2 denotes the L2 norm, h is the forcing term and can be
calculated by



Fig. 11. FWI gradients (a)e(c) before and (d)e(f) after the inverse approximate Hessian preconditioning for the VTI model with uncorrelated v, ε and d structures. Gradients with
respect to (a) and (d) v, (b) and (e) ε and (c) and (f) d.
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hk ¼
kgradk � gradk�1 � ak�1Bk�1Dmk�1k2

kgradk�1k2
(61)

where a represents the step length for the outer iterations and can
be estimated by the parabolic fitting method. We have

mkþ1 ¼mk þ akDmk (62)

Two additional safeguards are used to complement the Eisenstat
and Walker stopping criterion:
3114
If hð1þ
ffiffiffi
5

p Þ=2
k�1 > 0:1; then hk ¼max



hk; h

ð1þ ffiffiffi
5

p Þ=2
k�1

�
(63)

If hk > 1; then hk ¼ 0:9 (64)

We conduct the TGNmethod in a nestedway: a linear inner loop
(Eq. (57)) and a nonlinear outer loop (Eq. (62)). The formulation of
TGN FWI of pure qP-waves in VTI media is summarized in
Algorithm 1.

Algorithm 1. Truncated Gauss-Newton FWI of pure qP-waves in
VTI media.



Z.-M. Ren, L. Wang and Q.-Z. Bao Petroleum Science 21 (2024) 3102e3124

3115



Fig. 12. A simple VTI model with correlated v, ε and d structures. (a) v, (b) ε and (c) d. Fig. 13. The initial (a) v, (b) ε and (c) dmodels for the simple VTI model with correlated
v, ε and d structures.
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2.3. Interparameter crosstalk

We use the Gauss-Newton term B of the Hessian matrix to
analyze the parameter crosstalk for small-scale models. The
approximate Hessian operator is constructed by repeatedly sam-
pling the rows or columns of the Hessian-vector products (Bx) with
an input vector as a Dirac delta function. The Hessian operator is ill-
conditioned and the singular value decomposition (SVD) is utilized
to compute an approximate inverse Hessian. To ensure the stability,
the contribution associated with a number of small singular values
is neglected. Fig. 6 depicts a model with correlated v, ε and d

structures. The grid dimensions are 51 � 31, the grid spacing is
10m, the time step is 1.0 ms, and the recording time is 0.5 s. A 10 Hz
Ricker wavelet is used as a source. Eleven sources and 51 receivers
are evenly distributed on the surface with the interval of 50 m and
3116
10 m, respectively. The initial model is a homogeneous model
without a parameter anomaly. To fairly analyze the influence of
model parameters on seismic response, the Hessian is built when
the velocity is adimensionalized (Operto et al., 2013). Fig. 7 displays
the Gauss-Newton Hessian operator, which is composed of nine
blocks. The diagonal blocks show the amplitude effect and the
spatial resolution with respect to model parameters of the same
nature, whereas the off-diagonal blocks describe the tradeoff be-
tween the parameters of different nature. It is observed that FWI of
pure qP-waves suffers severely from the parameter crosstalk.
Compared to the anisotropy parameters, the velocity is more sen-
sitive to the data residuals and can be reliably inverted for. The
functional gradients for the first iteration, illustrated in Fig. 8,
contain plenty of acquisition artifacts and blurring effects caused by
geometry spread, incomplete illumination and band-limited data.



Fig. 14. The inverted (a) v, (b) ε and (c) d models by the pseudoacoustic FWI for the
simple VTI model with correlated v, ε and d structures.

Fig. 15. The inverted (a) v, (b) ε and (c) d models by the pure acoustic FWI for the
simple VTI model with correlated v, ε and d structures.
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By multiplying the inverse approximate Hessian to the gradients,
the acquisition artifacts and blurring effects are greatly suppressed.
The gradient with respect to ε is much smoother than that with
respect to v and d, suggesting that the long-wavelength component
of the εmodel can be retrieved. Amodel with uncorrelated v, ε and d

structures, shown in Fig. 9, is used to further evaluate the param-
eter tradeoff effect. Fig. 10 displays the Gauss-Newton term of the
Hessian operator. Note that the energy in the diagonal blocks de-
creases from shallow to deep and smears over a wide area around
the diagonal, degrading the accuracy and resolution of the inver-
sion. The nonzero elements in the off-diagonal blocks impact the
parameter crosstalk. Fig. 11 depicts the gradients with respect to
model parameters for the first iteration before and after the inverse
3117
approximate Hessian preconditioning. It is observed that the ve-
locity is a dominant parameter and the gradients with respect to
anisotropy parameters are contaminated by the crosstalk produced
by the velocity anomaly. The application of the inverse approximate
Hessian can focus and deblur the gradients and reduce the ambi-
guity produced by the parameter crosstalk. The tradeoff effect
cannot be totally eliminated because of the truncation of the SVD
operator for small singular values in the computation of the inverse
Hessian operator.
2.4. Computational cost analysis

We implement TGN FWI of pure qP-waves in VTI media in the
time domain. The boundary-value source wavefield reconstruction



Fig. 16. The inverted (a) v, (b) ε and (c) d models by the pure acoustic TGN FWI for the
simple VTI model with correlated v, ε and d structures.

Fig. 17. Convergence curves of different FWI methods for the simple VTI model with
correlated v, ε and d structures.

Table 1
The RMS error between the real and initial/inverted models for the simple VTI
model.

Parameter Initial
model, m/s

Pseudoacoustic
FWI, m/s

Pure acoustic
FWI, m/s

Pure acoustic TGN
FWI, m/s

v 387.4603 269.9959 216.2441 179.3746
ε 0.0775 0.0725 0.0654 0.0591
d 0.0387 0.0349 0.0308 0.0269

Fig. 18. A simple VTI model with uncorrelated v, ε and d structures. (a) v, (b) ε and (c) d.
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method is used to reduce the storage requirements (Dussaud et al.,
2008). Five forward computations, the propagation of the source
and adjoint wavefield (Eq. (14) and (18)), the reconstruction of the
source wavefield and two additional wave propagation to estimate
the iteration step, are needed in each outer iteration. Four forward
computations, the propagation of the source wavefield (Eq. (14)),
the propagation of the perturbed source and adjoint wavefield (Eqs.
(39) and (49)) and the reconstruction of the source wavefield, are



Fig. 19. The initial (a) v, (b) ε and (c) d models for the simple VTI model with uncor-
related v, ε and d structures.

Fig. 20. The inverted (a) v, (b) ε and (c) d models by the pure acoustic FWI for the
simple VTI model with uncorrelated v, ε and d structures.
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needed in each inner iteration. The computational cost of the TGN
method in terms of wave propagation simulation is given by

C¼ð4ki þ5Þko (65)

where ki and ko are the maximum number of iterations for the
inner and outer loops, respectively. In contrast, the L-BFGS method
require 5ko forward computations. The TGN method is expensive
because of the inter loop involved. A suitable pre-conditioner (Eq.
(58)) and the Eisenstat and Walker stopping criterion (Eqs. (61),
(63) and (64)) are adopted to accelerate the convergence. Mean-
while, the inner iterations are automatically terminated when a
negative curvature is detected. We set ki ¼ 5 in the following TGN
FWI examples to avoid prohibitive computational cost. The effi-
ciency can be further improved by the source encoding or shot or
model subsampling strategy (Castellanos et al., 2015; Matharu and
Sacchi, 2019; Wang et al., 2022).
3. Examples

We use synthetic and field data to test the proposed method.
The pseudoacoustic FWI, the pure acoustic FWI, and the pure
3119
acoustic TGN FWI are compared. We apply the pseudoacoustic
solver in Chu et al. (2011) and impose a constraint condition

h¼ ε� d

1þ 2d
� 0 (66)

to guarantee the stability of the pseudoacoustic FWI. The L-BFGS
method (Nocedal and Wright, 1999) is adopted to update velocity
and anisotropy parameter models in the pseudoacoustic and pure
acoustic FWI.
3.1. A simple model example

Fig. 12 illustrates a simple VTI model with correlated v, ε and d

structures. The time step is 1.0 ms, the recording time is 2.0 s, the
grid spacing is 10 m, and the grid dimensions are 201 � 101. A
Ricker wavelet with the peak frequency of 10 Hz is used as a source.
Twenty-one sources and 201 receivers are evenly distributed on the
surface. The initial model, shown in Fig. 13, is a Gaussian smoothed
version of the real model. For each method, the inversion is per-
formed at three scales and the cut-off frequencies for coarse, me-
dium and fine scales are 5, 10 and 20 Hz, respectively. The number



Fig. 21. The inverted (a) v, (b) ε and (c) d models by the pure acoustic TGN FWI for the
simple VTI model with uncorrelated v, ε and d structures.

Fig. 22. Convergence curves of different FWI methods for the simple VTI model with
uncorrelated v, ε and d structures.

Fig. 23. The modified Hess VTI model. (a) v, (b) ε and (c) d.

Fig. 24. The initial (a) v, (b) ε and (c) d models for the modified Hess VTI model.
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Fig. 25. The inverted (a) v, (b) ε and (c) d models by the pseudoacoustic FWI for the
modified Hess VTI model.

Fig. 26. The inverted (a) v, (b) ε and (c) d models by the pure acoustic FWI for the
modified Hess VTI model.

Fig. 27. The inverted (a) v, (b) ε and (c) dmodels by the pure acoustic TGN FWI method
for the modified Hess VTI model.
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of iterations is equal to 15 at each scale. Figs. 14e16 show the
inversion results of different methods. The spurious S-waves,
caused by the pseudoacoustic solver, inevitably increase the ill-
posedness of the inversion, and the constraint condition (Eq.
(66)) improves the stability at the expense of inversion accuracy. As
a result, the pseudoacoustic FWI obtains the velocity model with
modest accuracy and ε and dmodels with low accuracy. In contrast,
the pure acoustic FWI, free of the S-wave artifacts and instability,
recovers plausible velocity and anisotropy parameter models.
Owing to the inversion Hessian operator, the pure acoustic TGN
FWI further reduces the artifacts and increases the accuracy of ε and
d models. Fig. 17 shows the convergence curves of different
methods, further proving the effectiveness of the pure acoustic
approximation and the TGN method in anisotropic FWI. To quan-
titatively evaluate the inversion results, Table 1 displays the root
mean square (RMS) error of different methods. The error of the
pure acoustic TGN FWI method is much smaller than the pseu-
doacoustic and pure acoustic FWI methods.

We then apply a VTI model with uncorrelated v, ε and d struc-
tures to analyze the parameter tradeoff. The modeling and in-
versions parameters are the same as those used in the correlated v,
ε and d model example. The real and initial models are shown in
Figs. 18 and 19, respectively. Figs. 20 and 21 illustrate the inversion
results for different methods. It is observed that the pure acoustic
FWI can obtain plausible velocity model, whereas the inverted
anisotropy parameter models are far from the true model. The
crosstalk between v and d is serious. The pure acoustic TGN FWI
greatly improves the focusing, resolution and accuracy of ε and d

anomalies and reduces the amplitude of the false interface pro-
duced by the crosstalk between v and d. Fig. 22 depicts the
convergence curves of different methods. The pure acoustic TGN
FWI exhibits a faster convergence rate than the pure acoustic FWI.



Fig. 28. The inverted (a) v, (b) ε and (c) d at the distance of 4860 m by different FWI
methods for the modified Hess VTI model.

Fig. 29. Convergence curves of different FWI methods for the modified Hess VTI
model.
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We use the number of forward computations to evaluate the effi-
ciency. The number of forward computations for the pure acoustic
FWI and the pure acoustic TGN FWI is 225 and 795, respectively.
3122
3.2. Hess VTI model example

The second example is for the resampled Hess VTI model, dis-
played in Fig. 23. The time step is 1.5 ms, the recording time is 3.0 s,
the grid spacing is 15 m, and the computational domain is divided
into 630 � 218 grids. Sixty-three sources and 630 receivers are
evenly deployed on the surface with the interval of 150m and 15m,
respectively. The source is represented by a Ricker wavelet with the
peak frequency of 10.0 Hz. Fig. 24 shows the initial model, which is
a smoothed version of the real model. We apply a multi-scale
inversion (the cut-off frequency of 5, 10 and 20 Hz, respectively)
and perform 15 iterations at each scale. Figs. 25e27 illustrate the
inversion results of different methods. The results of the pure
acoustic TGN FWI are more accurate and focused than those of the
pseudoacoustic and pure acoustic FWI, especially for the anisotropy
parameter models. To see details, we depict the results at the dis-
tance of 4860 m by different FWI methods in Fig. 28. Because of the
interparameter crosstalk and the weak sensitivity of anisotropy
parameters, the pseudoacoustic FWI and pure acoustic FWI fail to
produce reasonable ε and d structures. By using the inverse Hessian
to refocus the functional gradients and minimize the parameter
tradeoff, the pure acoustic TGN FWI drastically increases the
inversion accuracy of the ε model and marginally improve the ve-
locity and d models. Note that the anisotropy parameters are
insensitive to the seismic response and can be inverted for only
when the velocity is accurate. However, the pure acoustic TGN FWI
still obtains reliable velocity and ε structures. The convergence
curves and the RMS error of differentmethods, shown in Fig. 29 and
Table 2, respectively, revealing that the pure acoustic TGN FWI is
superior to the other two methods based on the first-order opti-
mization algorithm. From the point of view of efficiency, the pure
acoustic FWI and the pure acoustic TGN FWI require 225 and 816
forward computations, respectively.

4. Conclusions

We have developed an acoustic anisotropic FWI method based
on a simplified pure qP-wave equation and implemented TGN FWI
of pure qP-waves in VTI media. We derive the formulation of
Hessian-vector products based on the Lagrange multiplier method
and introduce an efficient matrix-free Gauss-Newton method. The



Table 2
The RMS error between the real and initial/inverted models for the Hess VTI model.

Parameter Initial model, m/s Pseudoacoustic FWI, m/s Pure acoustic FWI, m/s Pure acoustic TGN FWI, m/s

v 195.2420 172.6188 136.7062 104.4177
ε 0.0302 0.0281 0.0273 0.0219
d 0.0202 0.0189 0.0182 0.0145
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parameter tradeoff is analyzed by the approximate Hessian oper-
ator and the proposed method is tested on synthetic data. Nu-
merical results show that the pure acoustic approximation is
preferable to the pseudoacoustic approximation in anisotropic FWI.
Moreover, the pure acoustic TGN FWI helps to mitigate the
parameter crosstalk and improve the inversion accuracy of
anisotropy parameters.

The pure acoustic TGN FWI is computationally intensive
compared to the methods based on the first-order optimization
algorithms. We only perform TGN FWI of pure qP-waves in VTI
media for the 2D case and the method for the 3D case is expensive
and unaffordable even with current high-performance computers.
Further improvements in computational efficiency are needed
before large-scale applications.
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