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a b s t r a c t

Since chemical processes are highly non-linear and multiscale, it is vital to deeply mine the multiscale
coupling relationships embedded in the massive process data for the prediction and anomaly tracing of
crucial process parameters and production indicators. While the integrated method of adaptive signal
decomposition combined with time series models could effectively predict process variables, it does have
limitations in capturing the high-frequency detail of the operation state when applied to complex
chemical processes. In light of this, a novel Multiscale Multi-radius Multi-step Convolutional Neural
Network (MsrtNet) is proposed for mining spatiotemporal multiscale information. First, the industrial
data from the Fluid Catalytic Cracking (FCC) process decomposition using Complete Ensemble Empirical
Mode Decomposition with Adaptive Noise (CEEMDAN) extract the multi-energy scale information of the
feature subset. Then, convolution kernels with varying stride and padding structures are established to
decouple the long-period operation process information encapsulated within the multi-energy scale
data. Finally, a reconciliation network is trained to reconstruct the multiscale prediction results and
obtain the final output. MsrtNet is initially assessed for its capability to untangle the spatiotemporal
multiscale relationships among variables in the Tennessee Eastman Process (TEP). Subsequently, the
performance of MsrtNet is evaluated in predicting product yield for a 2.80 � 106 t/a FCC unit, taking
diesel and gasoline yield as examples. In conclusion, MsrtNet can decouple and effectively extract
spatiotemporal multiscale information from chemical process data and achieve a approximately
reduction of 30% in prediction error compared to other time-series models. Furthermore, its robustness
and transferability underscore its promising potential for broader applications.
© 2024 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/

4.0/).
1. Introduction

Some developed and developing countries are accelerating the
strategic planning and layout of intelligent manufacturing, called
the fourth industrial revolution (Chai and Ding, 2018; Yuan et al.,
2017). In particular, Germany has taken the lead with Industry 4.0
(Lee et al., 2019). Intelligent manufacturing will transform the
refining and petrochemical industry into a connected, information-
driven environment, accelerating technology and industrialization
nd should be considered co-

y Elsevier B.V. on behalf of KeAi Co
integration (Li, 2016; Li et al., 2015). With the development of
sensors, wireless communication, and the Internet of Things, in-
dustrial data generated and collected throughout the product life-
cycle has increased exponentially (C.Q. Li et al., 2022; Soni and
Kumar, 2022; Yang et al., 2021). Companies are gradually consid-
ering big data as an essential factor of production, with industrial
data becoming a significant driver in pursuing efficient, sustainable,
and intelligentmanufacturing practices (Sun et al., 2017). The use of
artificial intelligence technology to fully exploit industrial data and
refine the operational cognition of enterprises has become a new
demand (Andooz et al., 2023; He et al., 2020). It adjusts system
status information promptly, assists enterprises in monitoring
critical locations in the production process, assists in optimizing
decisions at the production site, and gradually completes the
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intelligence of the enterprise (Hong et al., 2022; Singer and Cohen,
2021; M. Zhang et al., 2023). The Fluid Catalytic Cracking (FCC) unit
is the core process unit of an oil refinery, and its operational data
contains information on the operational status of the processing
unit, which couples multiscale information such as reaction and
flow (Stratiev et al., 2023). Therefore, there is an urgent need to
develop a fundamental model framework that can decouple mul-
tiscale information across scales.

Data-driven approaches are modeled by valuemining of process
data (W. Liu et al., 2023; Qu et al., 2023; Wu and Chau, 2010). These
approaches effectively model most complex industrial processes
and have a natural advantage in generality (Li et al., 2021; Z. Zhang
et al., 2023; Zhang et al., 2022). For instance, using a data-driven
predictive model, Byun et al. (2021) conducted a comprehensive
analysis of a newly designed methanol steam reforming system's
technical, environmental, and economic feasibility. Ascher et al.
(2022) explored seven machine-learning approaches for biomass
gasification process modeling and discovered that Gradient
Boosting Regression outperformed other models. Therefore, data-
driven models have gained widespread attention and application
across various fields. Convolutional Neural Network (CNN) is
widely utilized because it can extract feature of varying significance
through sparse interactions and convolutional kernel structures
(Kang et al., 2022; Rayhan Ahmed et al., 2023; Zhao et al., 2023). Y.
Xie et al. (2023) detailed the application of 1D and 2D CNN for time
series data prediction and improved the daily runoff prediction
accuracy by integrating the non-linear fitting capability. J. Liu et al.
(2023) used CNN to extract feature from non-linear and non-
stationary solar irradiance time series. J. Xie et al. (2023)
enhanced the accuracy of daily runoff prediction by employing a
combined CNN and Long Short-Term Memory (LSTM) network to
extract spatial and temporal information from battery thermal
management system data. However, because of the system's
relatedmaterial and energy flow, capturing the certain scale feature
does not effectively depict the state derivation in engineering ap-
plications. As the refinery industry data set contains multiple var-
iables such as temperature, pressure, and level, the fluctuation
trends respond differently to the same disturbance when regulated
by the control system. Therefore, the only way to focus on both
short-term fluctuations and long-term trends of the feature vari-
ables is through composite spatiotemporal multiscale feature
extraction. In terms of performance, CNN has the fundamental
capability to implement multiscale deep neural networks.

Data-driven approaches to FCC analysis highlight their potential
to improve efficiency, environmental sustainability, and safety in
the process industry (Yang et al., 2023). Khaldi et al. (2023) present
a systematic literature review to identify critical directions for
future research, including exploring ensemble methods and
developing hybrid models in modeling, controlling, and optimizing
the FCC unit using artificial intelligence techniques. Taira et al.
(2022) proposed to investigate the performance of a Bayesian
recurrent neural network-basedmethod in detecting faults in a real
FCC unit, aiming to improve process safety in modern chemical
industries. Kawai et al. (2022) developed an AI hybrid reaction
model that incorporates catalyst deactivation and optimization of
operational conditions for residue FCC. Usman et al. (2023)
implemented ensemble machine learning paradigms to improve
the modeling of the yields of light olefins in crude-to-chemical
conversions. Ni et al. (2021) developed an online optimization
strategy for an FCC process using a case-based reasoning method
based on big data technology. Yang et al. (2020) developed a hybrid
predictive framework for FCC by integrating machine learning with
the 8-lump kinetics model, which significantly improves the pre-
dictability of FCC performance.
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Industrial data is prone to loss and inconsistency due to sensor
failures, human manipulation, and system errors, which negatively
impact data quality and reliability, affecting the monitoring, con-
trol, and optimization of production processes (Cui et al., 2020; Min
et al., 2019; Mohammadpoor and Torabi, 2020; Zheng et al., 2023).
Particularly in the industrial sector, high-quality data is essential for
building effective models and can lead to problems of reduced
model accuracy and reliability. (Teh et al., 2020; Yao and Zhao,
2022). Consequently, data decomposition has attracted the atten-
tion of scholars, including techniques like Short-time Fourier
Transform (STFT) (C. Li et al., 2022), Wavelet and Wavelet Packet
Decomposition (Lung, 2007), Empirical Mode Decomposition
(EMD) (Gulay and Duru, 2020), and Local Mean Decomposition
(LMD) (Liu et al., 2015). To improve the signal-to-noise ratio of the
original vibration signals of dynamic bearings, Chen et al. (2023)
obtained reconstructed denoised signals and time-frequency
spectrograms through Complete Ensemble Empirical Mode
Decomposition with Adaptive Noise (CEEMDAN) and STFT pro-
cessing to fully exploit the fault characteristics of low-quality data
and achieve more efficient fault diagnosis. Similarly, Peng et al.
(2021) proposed a model integrating LMD, wavelet threshold
denoising, and LSTM to accurately predict the load of natural gas
pipeline networks, demonstrating excellent performance. Sun et al.
(2023) used CEEMDAN to decompose the voltage sequence before
prediction, effectively improving the accuracy of short-term per-
formance degradation prediction for individual commercial vehicle
fuel cell systems. In summary, the appropriate treatment of non-
linear and non-stationary signals through spatiotemporal multi-
scale mining is beneficial for accurately predicting process variables
in practical industrial applications.

Based on the above analysis, we propose the composite 2D
convolutional structure with different padding and stride, which is
the MsrtNet framework. The first step is to build the feature dataset
on the target variable using Distributed Control System (DCS) and
Laboratory Information Management System (LIMS) data to ensure
the dataset is non-redundant, complete, and balanced. CEEMDAN is
then used to decompose the feature dataset in the time-frequency
domain to remove the mode component of data noise and fully
exploit the spatiotemporal information implied by the industrial
data stream. The decomposed mode components are then utilized
in the MsrtNet to construct an accurate adaptive multiscale con-
volutional prediction model. This model captures the multi-
physical scale and time-scale composites present in the data. The
TE process validates the need for composite spatiotemporal mul-
tiscale mining, and an application case of product yield from a
2.80� 106 t/a FCC unit in Northwest China is presented. The results
show excellent prediction accuracy and robustness. It has the po-
tential to be applied to complex industrial scenarios.

2. Preliminaries

2.1. CEEMDAN

The system's time series can analyze the dynamic feature of the
FCC unit during operation. It is necessary to fully use the spatial
correlation and time dependence in the original data, manifesting
as waveforms in the spatial domain and displayed as time-series
data in the time domain. The significant advantage of EMD is its
ability to decompose the original signal into a series of Intrinsic
Mode Functions (IMFs) without needing prior knowledge. In
particular, without the need to define basis functions, the individ-
ual IMF reflects the local feature information of the original signal
at different time scales, reducing the influence of subjectivity on
the algorithm. However, the various uniformly distributed
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frequency components of the EMD decomposition make IMFs po-
wer spectrum appear to have the same bandpass characteristics,
making it highly susceptible to mode mixing problems. Although
the EEMD method mitigates mode aliasing by introducing positive
and negative Gaussianwhite noise, there is the problem of a certain
amount of white noise remaining in the eigenmode components.
CEEMDAN, as a variant of EEMD, adds Gaussian white noise to the
components to be decomposed and integrates averaging for each
order of IMFs (Torres et al., 2011). Consequently, CEEMDAN can
effectively address the issue of mode mixing in EMD and EEMD,
thereby enhancing the efficiency of the decomposition process and
reducing computational costs. The CEEMDAN consists of the
following steps.

1) The original data xðtÞ are superimposed with N kinds of
Gaussian white noise signals satisfying Nð0;1Þ and then

decomposed by EMD to obtain N decomposed imf i1ðtÞ, and then
integrated averaging is performed to obtain the first order
imf1ðtÞ and the first residual component R1ðtÞ.

imf1ðtÞ¼
1
N

XN
i¼1

imf i1ðtÞ (1)

R1ðtÞ¼ xðtÞ � imf1ðtÞ (2)
2) R1ðtÞ is used as the new original signal, and N Gaussian white
noise signals satisfying Nð0;1Þ in positive and negative pairs are
added once again, afterwards EMD is performed separately to

obtain N decomposed imf i2ðtÞ, and then integrated averaging is
conducted to obtain the second order imf2ðtÞ, and the second
residual component R2ðtÞ.

imf2ðtÞ¼
1
N

XN
i¼1

imf i2ðtÞ (3)

R2ðtÞ¼R1ðtÞ � imf2ðtÞ (4)
3) Repeat step 2, set the ultimate count of decompositions to j. Stop
the iteration when the number of residual components RjðtÞ
poles is at most 2. Finally, the original data is decomposed into
M mode components and the residual component RjðtÞ after the
j th decomposition.

xðtÞ¼
XM
i¼1

imf ijðtÞþRjðtÞ (5)
2.2. CNN

A typical CNN consists of an input layer, a convolutional layer, a
pooling layer, a fully connected layer, and an output layer, as shown
in Fig. 1. The two-dimensional output array can represent the input
at some level in the spatial dimension (width and height), also
known as the feature map. All possible input regions affecting the
forward computation of the matrix elements are called the recep-
tive field of the elements. When dealing with complex industrial
processes, it is essential to carefully arrange convolution, pooling,
and fully connected layers rationally and optimally and adjust the
width and depth of the deep neural network to achieve the best
possible output. To model complex industrial processes effectively,
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optimizing the arrangement of convolutional, pooling, and fully
connected layers and adjusting the width and depth of the deep
neural network to achieve the desired output is necessary. Using
the convolutional kernel structure, CNN addresses parameter
inflation arising from direct connections between neurons in
adjacent layers. Through this structure, CNN can preserve the po-
sitional relationship of the original data by leveraging the con-
volutional operation, as depicted in Fig. 2.

Incorporating a pooling layer after the convolutional layer is a
common practice in the model structure. This addition enables the
network to expand its receptive field in deeper layers, aggregating a
broader range of feature and enhancing its ability to handle minor
translations of certain feature. Additionally, it effectively reduces
the computational effort required. System-level robustness mainly
considers the coupling and complexity of the system units. The
convolution and pooling feature are spanned into a fully connected
layer to generate the output. Dropout is often used in the output of
the fully connected layer, which can inject noise into the internal
hidden layer. Dropout may seem random, but due to simultaneous
training, one neuron may depend on certain other neurons, and
randomly discarding some of them can force the neurons to learn
more prominent feature, which can effectively avoid overfitting. It
is worth mentioning that the Dropout method is not applicable in
the testing phase of the model.

When dealing with the complex feature input, it is essential to
incorporate suitable activation functions into the network structure
to introduce nonlinearity and enable a nonlinear mapping between
the input and output data. Commonly used activation functions
include the Rectified Linear Unit (ReLU), Parametric Rectified Linear
Unit (PReLU), and Hyperbolic Tangent Function (Tanh). When the
input of ReLU is less than 0, the gradient is 0, and the gradient stops
forward propagation from this position. When the input is greater
than 0, the gradient is 1, and the gradient keeps the same value for
forward propagation, which makes the concatenation of data gra-
dients not converge to 0, but the neuron dying phenomenon occurs.
When negative values are input to the neuron, the gradient is
constant at 0, and the corresponding weights and biases are not
updated. At the same time, PReLU improves it by multiplying the
data by a smaller fixed value a when the input is less than 0, as
shown in Eq. (6).

PReLU
�
xt;m

� ¼ �
xt;m if xt;m >0
axt;m if xt;m <0 (6)

In the two-dimensional convolution layer, the input matrix
X½nh � nw�, the kernel matrix W ½kh � kw�, the deviation scalar b,
and the output matrix Y ¼ X�W þ b, whereW and b are learnable
parameters, and the output size is:

ðnh � kh þ1Þ � ðnw � kw þ1Þ (7)

Compared with the fully connected layer, convolution has the
feature of "weight sharing", which reduces the model's capacity
and can effectively detect spatial patterns. Furthermore, it can
control the output shape by filling and stepping to obtain the edge
data of the input data, expand the receptive field, and reduce the
information loss. It is the most essential and unique layer in the
CNN. If the row and column are filled, the output shape is:

ðnh � kh þph þ1Þ � ðnw � kwþ pw þ1Þ (8)

Commonly make ph ¼ kh � 1, pw ¼ kw � 1, when kh is odd, ph=2
is filled on two-side. When kh is even, dph=2e is filled on the upper
side, and bph=2c is filled on the lower side. Generally, the convo-
lution kernel with odd height andwidth is used. Hence, the number
of fillings on both ends is equal, and the output size of filling the



Fig. 1. Structure of the CNN.

Fig. 2. Inter-correlation calculation with three input channels.
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reduction is linearly related to the number of layers, which requires
much calculation. The convolution kernel usually moves from left
to right and top to bottom to read the data. The sliding step of the
row/column is called stride. The output shape of the stride of height
sh and width sw is shown in Eq. (9).

bðnh � kh þph þ shÞ = shc� bðnw � kw þpw þ swÞ = swc (9)
2.3. RNN

Recurrent Neural Network (RNN) is frequently used to pro-
cessing sequence data. While traditional fully connected feed-
forward networks assign a separate parameter to each input
feature, RNN shares the same weights over several time steps and
does not need to learn the rules for each position separately.
Parameter sharing enables the model to be extended and gener-
alized to samples of different lengths of time, an advantage that is
particularly important in industrial processes with time delays. The
structure of the loop network without output is shown in Fig. 3,
with a black square representing the delay of a single time step and
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the loop after t steps of expansion represented by the function gðtÞ,
as shown in Eq. (10). Where f represents the transfer function using
the same parameters for each time step, q is used to parameterise f
to the same value, and h is the state at the current moment.

pðtÞ ¼ gðtÞ
�
xðtÞ; xðt�1Þ; xðt�2Þ;…; xð2Þ; xð1Þ

�
¼ f

�
hðt�1Þ; xðtÞ; q

� (10)
3. MsrtNet

The flow chart of the proposedMsrtNet in this paper is shown in
Fig. 4. Each feature sequence is decomposed individually after a
basic pre-processing of the industrial data. The high-frequency
components with high noise content are removed to suppress
their energy. The noise-reduced IMFs are then Min-Max normal-
ized and used as the feature data set. Then, convolutional kernels
with three sizes of receptive field, small, medium and large, are
constructed to control the pace of movement respectively and
perform full-domain convolution across spatiotemporal scales in



Fig. 3. RNN without output.

Fig. 4. Construction flowchart of MsrtNet.
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the feature map. Finally, an adaptive CNN containing a 1 � 1 con-
volutional layer and a fully connected layer is used to integrate the
three different spatiotemporal scales of information to obtain the
final time-series prediction results for the target variable. It is
worth noting that the number of channels in the network, the size
and number of pooling layers, and the choice of activation functions
for the convolutional and fully-connected layers will be dynami-
cally adjusted according to the demands of the task data.

This paper considers the temporal attributes of chemical data by
introducing time as an additional dimension in the dataset.
Consequently, the input data is transformed into a two-
dimensional matrix. Utilizing MsrtNet, both time-domain and
frequency-domain feature of the data are extracted simultaneously.
2853
Subsequently, each consecutive set of n data points is employed as
either training or test sample data, resulting in a matrix with di-
mensions n� k, where k represents the number of feature variables
obtained after CEEMDAN decomposition. The number of experi-
mental samples is determined by sliding a time window across the
data at a single time interval. The flowchart detailing the data
preparation process and the final flowchart for obtaining predicted
values are provided visually in Fig. 5.
3.1. Multiscale-CNN module

RNN and LSTM can be extended to samples of different time
lengths and generalized and have been widely applied in handling



Fig. 5. Forms of dataset in MsrtNet.

Fig. 6. Structure of Multiscale-CNN module.
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industrial process time-series data. However, RNN only inputs data
for one-time step of variables during the operation of the data
stream, and the nonlinear hidden relationships between different
variables and different time steps of data are not reflected. Chem-
ical processes are highly nonlinear and complex processes. The
reaction regeneration, distillation, and absorption stabilization
units in the FCC unit are closely linked by material flow, energy
flow, and information flow, and the coupling phenomenon be-
tween variables is prominent. It is necessary to capture the infor-
mation between feature variables in depth to predict the product
yield and determine its change trend accurately.

Most natural signals share a characteristic that the intensity
decays with increasing frequency (Xu, 2020). The prediction and
generalization difficulties associated with high-frequency catas-
trophes are challenging to alleviate by simply tuning parameters
(Liu et al., 2020). In this paper, we propose a spatiotemporal mul-
tiscale CNN structure to accurately capture the oscillation trends of
high-frequency signals. Taking advantage of CNN with convolu-
tional structure in multiscale feature extraction, different
2854
convolutional kernel structures are set to sense the full field in-
formation of the feature dataset. In particular, larger convolutional
kernels can extract slowly changing components more efficiently
over a broader range of time scales andmore energy scales. Smaller
convolutional kernels can detect the transient fluctuation behavior
of time series data.

In the experiment, a two-dimensional matrix is used as input,
with the two dimensions representing space and time and the in-
dividual elements being observations of different variables at
different times. In the time dimension, the time step represents the
length of the historical data. A series of points represents the
neighboring local variables in the spatial dimension. The neigh-
boring elements of adjacent time steps are weighted by convolution
operations simultaneously perceiving more variables stitched
together at different time steps and accumulating them as a new
element in the feature map, which then integrates local spatio-
temporal information in a higher dimension to better fit the details
based on capturing the contour information of the objective func-
tion. The spatiotemporal multiscale CNN structure is shown in Fig. 6.



Fig. 7. Mutual correlation calculation of 1x1 convolution kernel.

Fig. 8. Structure of Adaptive-CNN module.
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More importantly, if each spatiotemporal scale can be consid-
ered a subsystem, then CEEMDAN decomposes the subsystems at
each spatiotemporal scale of the original system. Although it is
impossible to know precisely the manipulated variables corre-
sponding to each subsystem analytically, both DCS and LIMS data
involve variables that contribute to information at different scales
to varying degree fields. Thus, CEEMDAN decomposes the highly
complex, high-dimensional industrial system into several lower-
dimensional, physical time and space scales implicit in the orig-
inal sequence, further ensuring the convergence and robustness of
the model.

The time series data xðtÞ of time length t is decomposed j times
by CEEMDAN to obtain M IMFs imfjðtÞ and a residual component
RjðtÞ, where each component is of equal length to the original data,
as shown in Eq. (11).

xðtÞ¼
XM
i¼1

imf ijðtÞþRjðtÞ (11)
2855
The two-dimensional matrix

2
4x1;1 / x1;w

« 1 «
xt;1 / xt;w

3
5 with the num-

ber of feature w in the original data set

V ¼ fxt;w; ytg ¼
2
4 x1;1 / x1;w y1

« 1 « «
xt;1 / xt;w yt

3
5 is decomposed by CEEM-

DAN. The component feature energies are extracted as signal
feature to obtain a two-dimensional matrix

xðtÞ0 ¼
2
4x1;1 / x1;m

« 1 «
xt;1 / xt;m

3
5 with the number of feature m. The

extracted feature energies are used as feature dataset. Assuming
that the length of each period passing through the Multiscale-CNN
module is h, with small, medium and large to distinguish between
three convolution structures with different stride and padding
structures, the shape of the output after convolution calculation is
shown in Eq. (12). Three convolution structures simultaneously
implement the prediction of time series data of length h. The



Fig. 9. Process of the TEP
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outputs obtained are by1h , by2h and by3h respectively. Among them,
average pooling is used to simplify the feature map.

bðnh � khn þphn þ shnÞ = shnc� bðnm � kmnþ pmn þ smnÞ = smnc
(12)

The objective function is the central guide to the overall model
optimization learning and is also known as the loss function when
the objective function needs to be minimized. The objective func-
tion is used to estimate the degree of inconsistency between the
predicted and true values of the model. The simplest way is using
the square of Euclidean distance as the loss function, Minimizing
Square Error (MSE) on training samples, as in Eq. (13). The MSE
curve is smooth, continuous, and derivable, facilitating the use of
the gradient descent algorithm, and as the error decreases, so does
the gradient, which facilitates the convergence of the function.

MSE¼1
t

X
�

t
h

�

h¼1

Xh
i¼1

�byih � yih
�2

(13)

Adam is generally suitable for processing large-scale data.
However, its learning rate can still become unstable in the later
stages of training, failing to converge to values that are sufficiently
good for generalization. RMSProp is a very robust optimizer that
has pseudo-curvature information. It can deal with stochastic ob-
jectives nicely, making it applicable to mini-batch learning. It can
deal with stochastic objectives nicely, making it applicable to mini-
batch learning. Additionally, using leakage averaging to tune the
2856
preprocessor in order of coefficients, it converges faster than the
momentum algorithm.
3.2. Adaptive-CNN module

In this paper, based on subsection 3.1, an Adaptive-CNN module
is constructed by setting up a 1 � 1 convolution layer and a fully
connected layer, which, after the non-linear representation of
neurons, can deeply integrate the multi-temporal and spatial scale
information obtained by Multiscale-CNN module in higher di-
mensions to obtain the best time-series prediction results.
Compared to the original measurement space, the variant feature
space carries more excellent recognition capability and is more
conducive to process monitoring performance. This enables
MsrtNet to solve data multiscale, high-latitude, and highly non-
linear problems more effectively, enhancing its data mining
capabilities.

The data of by1h; by2h; by3h is up-dimensioned by a 1 � 1 convolu-
tional layer to increase the feature map. Each element in the output
comes from the accumulation of elements in the input at the same
position in height and width between different channels by weight,
realizing the cross-channel combination of information, gradually
abstracting low-dimensional feature to high-dimensional feature,
making the feature representation of the new feature map more
abundant. Indeed, using a 1 � 1 convolution for dimensionality
reduction is similar to performing a convolution operation on the
number of channels within the feature map. This process efficiently
compresses the feature map and extracts feature in a two-step
process, leading to an improved representation of the new



Fig. 10. Decomposition results of XMEAS11.

Table 1
Multiscale-CNN module structure and parameters.

Model Conv1/Tanh Conv2/Tanh FC1/Tanh FC2/Tanh

Size Padding Strides Size Padding Strides Units Units

Model1 5 � 5 0 � 0 1 � 1 5 � 5 0 � 0 1 � 1 120 50
Model2 5 � 5 1 � 1 2 � 2 5 � 5 1 � 1 2 � 2 120 50
Model3 5 � 5 2 � 2 3 � 3 5 � 5 2 � 2 3 � 3 120 50

Table 2
Adaptive-CNN module structure and parameters.

Model Conv1 Conv2 FC1/Tanh FC2

Size Padding Strides Size Padding Strides Units Units

parameter 1 � 1 0 � 0 1 � 1 1 � 1 0 � 0 1 � 1 150 50
dimension 1 / 8 8 / 1
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feature map. The application of a 1 � 1 convolution kernel for
dimensionality reduction and enhancement is visually depicted in
Fig. 7.

Through the fully connected layer and activation function, the
two-dimensional vector of the dimensionality reduction 1 � 1
convolutional output is nonlinearly transformed into a one-
dimensional vector, completing the feature fusion for the entire
field of the feature subset. The end-to-end learning process is thus
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achieved, and the time series prediction result byt with period
length h is obtained. The structure of the Adaptive CNN is shown in

Fig. 8. According to the time sequence, xðtÞ0 is partitioned into
j
t
h

k

two-dimensional matrices

2
4 y1;1 / y1;m

« 1 «
yh;1 / yh;m

3
5, where h is the width

of the matrix and m is the length of the matrix. The overall time



Fig. 11. PCC of the XMEAS1e10.

Fig. 12. Detailed presentation of the sequence weights with XMEAS17 and XMV8 as the target variables.
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series prediction result byt i.e. ½y1; y2;…; yn� is obtained after the
Multiscale-CNN and Adaptive-CNN modules.

4. Case study

4.1. Tennessee Eastman process

4.1.1. Process description
The Tennessee Eastman process (TEP), developed by Eastman

Chemical Company in the USA, is based on actual chemical
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processes and produces dynamic, time-varying, strongly coupled,
and non-linear data. TEP consists of the reaction, separation, and
recycling systems. The process flow diagram is shown in Fig. 9. TEP
involves two simultaneous gas-liquid exothermic reactions, as
shown in Eqs. (14) and (15), and two side reactions, as shown in
Eqs. (16) and (17).

AðgÞþCðgÞþDðgÞ/GðlÞ (14)



Fig. 13. Detailed prediction results of the two methods for different feature orders of XMEAS17.

Fig. 14. Detailed prediction results of the two methods for different feature orders of XMV8.
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AðgÞþCðgÞþEðgÞ/HðlÞ (15)

AðgÞþEðgÞ/FðlÞ (16)

3DðgÞ/2FðlÞ (17)

The complete description of feature variables, including 11
operating and 41measured variables, is provided in Tables S1eS3 of
the supplementary file. XMEAS17 and XMV8 are essential in-
dicators for monitoring product quality and are chosen as target
variables to validate the performance of MsrtNet. The TEP normal
condition dataset is used, with 1460 pieces of data and an interval
of 3 min. One hundred items are selected in time sequence as the
test dataset and the rest as the training set.

4.1.2. Model construction
The feature variables are decomposed using CEEMDAN to take
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advantage and maximize the performance of MsrtNet to capture
feature across spatial and temporal scales. For instance, XMEAS11 is
adaptively decomposed into a series of IMFs, as shown in Fig. 10.
The IMFs Oscillating around 0 are referred as the fluctuation
component, and the smooth IMFs are referred as the trend
component. Since the loss of precision in phase extraction with
CEEMDAN is relatively tiny, it is beneficial for MsrtNet to learn the
multiple coupling relationships embedded in the process data.
CEEMDAN, as an advanced method applicable to industrial data
processing, boasts outstanding capabilities in nonlinear analysis,
noise suppression, and local feature extraction.

To ensure the rationality of the comparative experiment, the
feature dataset and the hyperparameters used for the LSTM and
RNN are identical. According to the actual convergence trend, the
epoch is 100. In addition, the minimum batch size for each training
period is 64, and the learning rate is 0.001. RMSProp optimizer is
chosen to optimize the model by iteratively updating the network



Fig. 15. Prediction loss of RNN and LSTM for XMEAS17 and XMV8 with different feature sequence.
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weights based on the training set.
The parameters of the Multiscale-CNN module are shown in

Table 1. The number of channels in the convolution layers is 6 and
11, respectively. The tanh activation function is used to obtain non-
linear data feature. The epoch is 100, the minimum batch size for
each training period is 50, the learning rate is 0.001, and the opti-
mizer is RMSProp. The architecture of MsrtNet is structured into
three levels: small (Model1), medium (Model2), and large
(Model3). The large convolutional kernels extract low-frequency
fluctuation behavior more efficiently over a broader range of time
and energy scales. The small convolutional kernels detect high-
frequency fluctuation behavior of process data. The medium
convolution kernels capture the condition transition state and the
fluctuation delay between different process units.

The parameters of the Adaptive-CNN module are shown in
Table 2. The Adaptive-CNNmodule is highly flexible and adaptable,
with numerous potential performance and application advantages.
Firstly, by employing a filter size of 1 � 1, no padding
(Padding ¼ 0 � 0), and a step size of 1 � 1 in Conv1 and Conv2
layers, the Adaptive-CNN module can efficiently extract both local
and global information from the input feature, thereby preserving
the essential feature of the input.
4.1.3. Results and discussion
The explication provided in Section 2.3 shows that RNN faces a

limitation in assimilating information from states with varying
historical lengths, attributable to their strict adherence to exact
input size. Conversely, LSTM, while possessing fixed parameters,
exhibits a dynamically modulated cumulative time scale in
response to the input sequence. Regrettably, they do not account for
the intricate, non-linear interplay within industrial process data
across spatial and temporal dimensions. For this reason, we
meticulously optimize the feature sequences to assess their influ-
ence on the predictive accuracy of the target variable, employing
both RNN and LSTM architectures. Primarily, we compute the
Pearson correlation coefficient (PCC) between the 52 variables, as
depicted in Fig. S1 of the supplementary material. Notably, more
pronounced absolute values at each position in the graph denote
heightened correlations. For the sake of brevity, Fig. 11 exclusively
presents the correlation coefficients of XMEAS 1e10.

The optimized sequence arrangement, determined by the PCC
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analysis with XMEAS17 and XMV8 as the target variables, is visually
depicted in Fig. 12(a)e(b). As shown in Fig. 12(b), the correlation
coefficient between XMV8 and XMEAS15 attains a value of 1,
signifying a highly correlated relationship. Conversely, XMEAS2,
XMEAS28, XMEAS33, XMEAS34, XMEAS37, and XMV5 exhibit cor-
relation coefficients of approximately 0 with XMV8, indicating a
weaker association. In constructing the input dataset, we strategi-
cally positioned variables with pronounced correlations close to the
target variables.

In Fig. 13, a comprehensive depiction of the prediction outcomes
for both methods is presented, featuring distinct feature sequences
of XMEAS17: sequence 1 without an optimized arrangement and
sequence 2with ameticulously curated order. At approximately the
60-min mark, the LSTM exhibits superior prediction performance
with sequence 2 compared to sequence 1. Within the RNN, the
prediction accuracy of sequence 1 surpasses that of sequence 2.
Fig. 14 further elucidates the detailed prediction outcomes of XMV8
feature sequences for both methods. Taking the 70-min mark as an
illustration, the accuracy of sequence 2 is better than that of
sequence 1 in the LSTM. Conversely, in the RNN, the accuracy of
sequence 1 outshines that of sequence 2. As anticipated, the pre-
diction outcomes of feature sequences, subject to distinct permu-
tations, manifest discernible disparities between the RNN and
LSTM.

In Fig. 15, the Root Mean Square Error (RMSE) and Mean Abso-
lute Error (MAE) are presented for both Sequence 1 and Sequence 2.
When XMEAS17 is the target variable, it is evident that the LSTM
exhibits higher predictive accuracy for Sequence 2, whereas the
RNN outperforms Sequence 1. Additionally, with XMV8 as the
target variable, the LSTM demonstrates superior performance for
sequence 1, while the RNN excels with sequence 2. Indeed, while
both RNN and LSTM exhibit competence in predicting XMV8 and
XMEAS17, they yield distinct results contingent on the specific se-
quences and tasks.

As depicted in Fig. 16, predictions are generated for a dataset
characterized by a randomized sequence order. The forecasted and
observed values for XMEAS17 are compared across RNN, LSTM, and
MsrtNet. Notably, in contrast to RNN and LSTM, the predictions
generated by MsrtNet align more closely with the actual values. At
approximately the 120-minmark, while RNN and LSTM can discern
the overarching trend, MsrtNet excels in capturing finer details



Fig. 16. Detailed comparison of predicted and true values of XMEAS17 by RNN, LSTM, and MsrtNet.
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with heightened precision. This comprehensive evaluation un-
derscores that MsrtNet is adept at effectively accommodating high-
frequency intricacies while simultaneously capturing the broader
trend patterns exhibited by XMEAS17.

Section 4.1 highlights the notable limitation in the time series
prediction model, which does not account for the influence of
temporal correlations within process data and the arrangement of
feature sequences on model performance. The TE case is a
compelling illustration of the substantial impact that the order of
feature sequences wields on model effectiveness, emphasizing the
complexity of determining an optimal sequence in industrial con-
texts. In response, MsrtNet employs an innovative strategy,
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decomposing feature variables into a composite input encom-
passing multiple physical and temporal scales, accomplished
through CEEMDAN. Furthermore, we employ the composite 2D
convolutional structure, small, medium, and large, to identify in-
terdependencies between a broader range of variables and aid in
extracting spatiotemporal multiscale feature from the original
signals. This strategy significantly enhances MsrtNet's ability to
disentangle the intricate interplay inherent within complex
chemical process data, which can effectively overcome the effect of
variable sequence order on model performance.



Fig. 17. Process diagram of the FCC unit.

Fig. 18. Real sample values of the FCC unit.
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4.2. MIP process

4.2.1. Process description
Heavy oil lightning technology is gaining increasing significance

in the face of diminishing proven and exploited oil resources
worldwide, coupled with a deterioration in crude oil quality. FCC
has garnered significant attention among the various secondary
processing and lightning techniques. The FCC unit encompasses
reaction regeneration, distillation, and absorbing-stabilizing sys-
tems, as illustrated in Fig. 17. Light diesel is fed from the distillation
tower to the light diesel stripper during FCC manufacture. The
stripped light diesel is pumped to the diesel hydro-upgrading unit
after heat exchange with the crude oil. Light diesel oil is pumped
from the distillation tower to the stripping tower and pumped out
by the light diesel oil pump. After heat exchange with the crude oil,
one way is directly sent to the diesel oil hydro-upgrading unit; the
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other is sent to the reabsorption tower as the absorber. The
desorption effect of the desorption tower affects the quality of the
lean gas, which makes the composition of the rich absorption oil at
the bottom of the reabsorption tower significant change, and the
rich absorption oil returns to the distillation tower, which will
directly affect the heat balance and pressure of the fractionating
tower, resulting in the fluctuation of the distillation tower perfor-
mance. Moreover, the stability of installations is crucial for the
refining and chemical industries in terms of safety and operational
efficiency.

This study collects process data from a 2.80 � 106 t/a FCC unit in
northwest China. Utilizing data from DCS and LIMS, 55 variables
have been chosen as feature variables, categorized into two main
groups: (1) the manipulated variable and (2) the feed property
variable. Tables S4eS5 of the supplementary file provide a detailed
description of these feature variables. The sampling interval is set at



Fig. 19. Decomposition results of disengager charge.
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Table 3
Multiscale-CNN module structure and parameters.

Model Conv1/P Conv2/PeM FC1/PeD FC2/P

Size Padding Strides Size Padding Strides Units Units

Model1 5 � 5 0 � 0 1 � 1 5 � 5 0 � 0 1 � 1 120 50
Model2 5 � 5 1 � 1 2 � 2 5 � 5 1 � 1 2 � 2 120 50
Model3 5 � 5 2 � 2 3 � 3 5 � 5 2 � 2 3 � 3 120 50

*P represents PReLU, M represents Mean-pooling, D represents Dropout, FC represents Fully Connected Layer.

Table 4
Adaptive-CNN module structure and parameters.

Model Conv1/P Conv2/PeM FC1/P FC2/P

Size Padding Strides Size Padding Strides Units Units

parameter 1 � 1 0 � 0 1 � 1 1 � 1 0 � 0 1 � 1 150 50
dimension 1 / 16 16 / 1

*P represents PReLU, FC represents Fully Connected Layer.

Table 5
Prediction results of RNN、LSTM、2DCNN and MsrtNet on the diesel yield of FCC.

Model Training set Testing set

RMSE MAE RMSE MAE

RNN 0.110 0.096 0.176 0.135
LSTM 0.106 0.093 0.178 0.136
2DCNN 0.098 0.077 0.156 0.121
MsrtNet 0.041 0.043 0.107 0.092

Table 6
Training time of RNN、LSTM、2DCNN and MsrtNet on the diesel yield of FCC.

Model Training time Unit

RNN 418 s
LSTM 1334 s
2DCNN 1474 s
MsrtNet 2678 s
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20 min over 2 years, yielding approximately 30,000 data points.
Data missing from the feature dataset for more than two days is
defined as long-term missing and the rest as short-period missing.
Short-period data that is missing is filled with data from adjacent
periods tomaintain the original fluctuation of the data. As shown in
Fig. 18(a), between 0:00 on September 3, 2018 and 8:00 on
September 18, 2020, the FCC process is considered to be in a
different operating condition due to a long-period data missing in
equipment maintenance. To test the robustness of MsrtNet, we
refrain from processing this specific data scenario. The target var-
iables, namely diesel and gasoline flow rates, are presented in
Fig. 18(b). It is evident that both petrol and diesel flow data exhibit
high-frequency variations, with the fluctuations in gasoline flow
notably lower than those in diesel flow.

The prediction of diesel yield is closely related to changes in
plant operating parameters, raw material properties, external
environment, and other factors. When these complex factors
change, the generalization performance of the data-drivenmodel is
put to a significant challenge. Resisting fluctuations in plant oper-
ating conditions is essential for the practical adaptation of MsrtNet
to industrial applications. MsrtNet is used to capture the internal
tangle of operating conditions and feedstock properties hidden in
the dataset across time and space scales deeply. Adjusting the
network structure and optimizing the hyperparameters resulted in
a diesel yield prediction model with prediction accuracy and
robustness, exceptionally superior in capturing fluctuation details.
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4.2.2. Model construction
CEEMDAN can obtain the instantaneous frequency components

of the original data. Each component represents the temporal
partial feature of the periodic and nomodemixing, thus achieving a
high-resolution time-frequency analysis with mining spatiotem-
poral multiscale information. As the frequency of each component
decreases, each component contains information about the fluc-
tuations of the original sequence. The decomposed sequences
correspond to short-term fluctuation trends, medium-term excess
trends, and smooth long-term trends, and the decomposed se-
quences have a more substantial regularity than the original se-
quences. IMF1 has the highest frequency and energy, generally
removed as a noise component. Eventually, the feature dimension
increases from 55 to 767. The disengager charge decomposition
results of the IMFs are shown in Fig. 19.

Consistent with the principle of Section 4.1.2, the epoch is set to
500. In addition, the minimum batch size is set to 512 for each
training period, and the learning rate is 0.001. To reduce the value of
the loss function, the RMSProp optimizer is chosen to optimize the
model by iteratively updating the neural network weights based on
the training set. Similarly, Table 3 provides three sets of network
parameters for the Multiscale-CNN module. Among them, the
Dropout parameters are set to 0.5, the number of convolution layer
channels is 6, 6, and 16, and the pooling layer size and strides are
2 � 2. In the training process, the epoch is 500, the minimum batch
for each training period is 50, the learning rate is 0.001, and the
optimizer selects RMSProp. The prediction performance is quanti-
tatively evaluated using RMSE and MAE.

The Adaptive-CNN module utilizes two convolutional layers
(Conv1 and Conv2) and two fully-connected layers (FC1 and FC2)
for feature extraction and transformation, as shown in Table 4.
Conv1 employs a 1� 1 filter size, no padding (Padding¼ 0� 0), and
a step size 1 � 1 to preserve crucial information from the input
feature. Conv2 further augments the feature dimensionality by
using a 1� 1 filter size, no padding, and a step size 1� 1, enhancing
feature expressiveness while maintaining the input information.
Regarding the fully connected layers, FC1 and FC2 are 150 and 50
units, respectively. They undergo non-linear transformation
through the Tanh activation function, which aids in extracting
higher-order relationships between the input feature, thereby
boosting the model's expressive capacity. Additionally, the model's
parameter dimensions are 1e16 and 16e1, respectively, indicating
high parameter efficiency and feature extraction capability.



Fig. 20. Detailed prediction results of diesel yield by RNN, LSTM, and 2DCNN.
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4.2.3. Results and discussion
As indicated in Table 5, we evaluated of four distinct neural

network models. Among these, MsrtNet demonstrates the most
noteworthy performance on the training set, exhibiting the lowest
RMSE and MAE, underscoring its robust fitting capability to the
training data. Notably, MsrtNet's performance on the test set re-
mains highly commendable, boasting relatively low RMSE andMAE
values, indicative of its exceptional generalization proficiency on
new data. In contrast, the other three models exhibit relatively
limited performance on the test set.

MsrtNet is run on Intel(R) Core(TM) i9-12900K (24CPUs) @
3.2 GHz 128G RAM, Windows 10. As indicated in Table 6, the
training time for MsrtNet is 2678 s using the same computational
resources. When comparing Tables 5 and 6 results, MsrtNet dem-
onstrates a lower prediction error. However, its training time is less
advantageous than the other three models. There is a trade-off
between model size and performance in practical industrial ap-
plications. MsrtNet is targeted in industrial applications for sce-
narios that require high model performance, such as advanced
control, intelligent monitoring, and fault diagnosis. Considering the
industrial application context of MsrtNet and comparing it with the
2DCNN models reported in the literature at this stage, the training
2865
time remains acceptable (Ning et al., 2023; Singh et al., 2020).
Fig. 20 further highlights the performance of each model by

exhibiting the results of diesel yield prediction and actual values of
RNN, LSTM, and 2DCNN to observe the distribution intuitively. RNN
has the disadvantage of capturing long-term dependencies in
sequence data, making the performance of the training set of RNN
poorer than LSTM. The generalization ability of RNN is superior to
LSTM, as demonstrated by the higher test set accuracy of RNN than
LSTM. Although the RNN has only short-termmemory compared to
the LSTM, it performs better at local details while ensuring trend
accuracy. The LSTM prediction is relatively smooth, lacking details
of local fluctuation. 2DCNN demonstrates comparable overall pre-
diction accuracy to RNN and LSTM, but it notably excels in accu-
rately capturing the finer details of high-frequency fluctuations.
This is particularly evident between 19th and 21st July 2020, where
the predicted values of 2DCNN closely align with the fluctuation
trend of the actual values, showcasing its proficiency in capturing
nuanced variations.

The absence of overfitting inMsrtNet is further demonstrated by
expanding the diversity and size of the dataset in confluence with
the operational characteristics of the FCC unit shown in Fig. 18(a).
The prediction results of MsrtNet are illustrated in Fig. 21(a)e(c).



Fig. 21. Detailed prediction results of diesel yield by MsrtNet.
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Fig. 21(b) and (c) depict the test results under different operational
conditions before and after the equipment maintenance, while
Fig. 21(a) shows the test results over a long period. MsrtNet exhibits
outstanding prediction accuracy and the capability to capture high-
frequency details. As illustrated from the partially enlarged detail in
Fig. 21(c), the prediction for the long-period low amplitude high-
frequency details from 15th to 18th July exhibits excellent accu-
racy. Meanwhile, the long-period high amplitude high-frequency
details prediction from 19th to 21st July performs well. It demon-
strates that MsrtNet is adept at handling strongly nonlinear FCC
units and exhibits robustness across various operating conditions.

The generalizability of MsrtNet is a crucial indicator of its
adaptability to the industrial environment. We include a case study
on predicting gasoline yield to assess this further. Since crude petrol
and diesel are both products of fractionation systems, the datasets
used remain consistent. The fundamental architecture and pa-
rameters of MsrtNet are not adapted, corroborating the trans-
ferability of the model. Given that issues related to productivity
prediction often involve high-frequency data fluctuations, a lower
learning rate is deemed necessary. This selection is evident in
Fig. 18(b), where the final learning rate is appropriately tiny due to
the reduced fluctuations in gasoline yield compared to diesel. The
prediction results obtained by adjusting the epoch and learning
rate to 500 and 0.0001 are depicted in Fig. 22(a)e(c). Consistent
with the performance validation process for the diesel case,
MsrtNet maintains not only stable performance in long-period
prediction, as shown in Fig. 22(a), but also fits high-frequency de-
tails very well, as demonstrated in the partially enlarged detail of
Fig. 22(a) and (b).
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MsrtNet decomposes a single time-series data into a series of
IMFs, discarding the components containing high-frequency
random noise. Extracting feature across temporal and spatial
scales with different convolutional kernel structures can better
capture the deeper patterns of the industrial data and decouple the
complex non-linear relationships between variables. In general,
MsrtNet, the adaptive multiscale convolutional neural network
with multiple time and energy scales, can better predict long-
period, multi-condition, non-linear industrial time series data.
MsrtNet's prediction overlaps better with the actual values because
it perceives more splicing between variables by setting up con-
volutional kernels with different sizes of receptive fields accom-
panied by different moving strides. The local information is then
spatiotemporally integrated into higher dimensions, which better
perceives the coupled information of the industrial data.

The fundamental ideology of MsrtNet involves creating the
composite 2D convolutional structure for spatiotemporal multi-
scale feature extraction through various padding and stride con-
figurations. The Multiscale-CNN module in MsrtNet utilizes three
convolutional structures, providing flexibility that can be tailored
to meet the requirements of industrial processes. The formulas for
the associated convolutional and pooling layers are presented in
Eqs. (8) and (9), with the relevant parameters detailed in Tables 3
and 4 The modest parameter count of MsrtNet, totaling 635,092,
underscores the model's capabilities in capturing intricate re-
lationships, offering flexibility, and ensuring generalizability.

The crucial aspect of MsrtNet in processing complex industrial
data is tuning the convolutional and pooling layers, which is
accomplished during offlinemodeling. The performance of MsrtNet



Fig. 22. Detailed prediction results of gasoline yield by MsrtNet.
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in FCC complex processes suggests that the three convolutional
structures will meet the requirements of most industrial moni-
toring scenarios, with a high likelihood of structural simplification
for other situations. The Multiscale-CNN and Adaptive-CNN mod-
ules of the MsrtNet are trained offline to adapt to the process
without altering their fundamental architecture and parameters.
Once deployed in an industrial system, the epochs and learning rate
only need to periodically adjust offline to maintain MsrtNet per-
formance. The optimization period needs to be determined in
conjunction with the industrial site. Furthermore, reference values
for epochs and learning rates convenient for industrial site tuning
can be determined based on the process and data characteristics
during the offline training. For instance, the epoch for diesel and
gasoline yield prediction is 500, with learning rates of 0.001 and
0.0001, respectively. In conclusion, the lightweight architecture and
tuning pattern of MsrtNet ensure responsiveness, robustness, and
transferability in practical industrial scenarios.
5. Conclusion

Accurate prediction for product yield is of great significance to
the long-period stable and safe operation of the FCC unit. Multiscale
structure of MsrtNet mensures the accuracy of the high-frequency
detail capture and long-period fluctuation trend prediction in
monitoring critical chemical industry sites. According to the
research conducted in this paper, the following conclusions are
obtained.
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� MsrtNet introduces CEEMDAN to denoise the feature dataset
and decompose the signal at the spatiotemporal scale. On this
basis, a Multiscale-CNN module is constructed to capture
feature on spatiotemporal states of variable length. Then, the
Adaptive-CNNmodule receives the feature map obtained by the
Multiscale-CNN module and integrates the target feature from
all receptive fields through non-linear weighting in higher di-
mensions to complete the feature fusion from the entire feature
subset.

� The significance of capturing multiscale feature is illustrated in
validating the TE case. It is demonstrated that the sequence
order of the model influences the performance of time series
models, underlining the importance of multiscale feature
extraction for developing effective data-driven models. The
study demonstrates that MsrtNet enhances feature identifi-
ability and mitigates the impact of feature sequence order. It
excels at capturing spatiotemporal multiscale feature, as evi-
denced by its proficient prediction performance in accurately
reproducing high-frequency details.

� The performance of MsrtNet is validated using two years of
operation data from a 2.80 � 106 t/a refinery. In particular, we
consider the missing data due to equipment maintenance as the
condition shifts for the long-period operation, and the perfor-
mance of MsrtNet is unaffected. Compared to LSTM, the optimal
prediction results are reduced by 39.88% and 32.35% in RMSE
and MAE, respectively. In summary, MsrtNet shows excellent
robustness and transferability on industrial data and can be
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used as a fundamental monitoring model in different industrial
scenarios.
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