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ABSTRACT

Because the magnetic signal information of pipeline defects obtained by magnetic flux leakage detection
contains interference signals, it is difficult to accurately extract the features. Therefore, a novel pipeline
defect feature extraction method based on VMD-OSVD (variational modal decomposition - optimal
singular value decomposition) is proposed to promote the signal to noise ratio (SNR) and reduce aliasing
in the frequency domain. By using the VMD method, the sampled magnetic signal is decomposed, and
the optimal variational mode is selected according to the rate of relative change (VMK) of Shannon
entropy (SE) to reconstruct the signal. After that, SVD algorithm is used to filter the reconstructed signal
again, in which the H-matrix is optimized with the phase-space matrix to enhance SNR and decrease the
frequency domain aliasing. The results show that the method has excellent denoising ability for defect
magnetic signals, and SNR is increased by 21.01%, 24.04%, 0.96%, 32.14%, and 20.91%, respectively. The
improved method has the best denoising effect on transverse mechanical scratches, but a poor denoising
effect on spiral welding position. In the frequency domain, the characteristics of different defects are
varied, and their corresponding frequency responses are spiral weld corrosion > transverse mechanical
cracking > girth weld > deep hole > normal pipe. The high-frequency band is the spiral weld corrosion
with f; =153.37 Hz. The low-frequency band is normal with f, = 1 Hz. In general, the VMD-0OSVD method
is able to improve the SNR of the signal and characterize different pipe defects. And it has a certain
guiding significance to the application of pipeline inspection in the field of safety in the future.
© 2022 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. This
is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
4.0/).

1. Introduction

accounted for 22%, and excavation loss accounted for 15%, and so
on. By the years, these statistics have increased each year. There-

The global oil and gas resources are abundant (Tong et al., 2018),
but unevenly distributed. The reasonable allocation (Chen et al.,
2020) of oil and gas resources is the top priority, and pipeline
transportation is commonly used for oil and gas transportation on
land and sea (Ge et al., 2020). However, the transportation envi-
ronment is harsh. According to the statistics of the Pipeline and
Hazardous Materials Safety Administration (PHMSA), the causes of
oil and gas pipeline failure in the United.

States from 2010 to 2015 (Lam and Zhou, 2016) was that
corrosion accounted for 25%, pipe body/weld material failure
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fore, the analysis of pipeline corrosion (Li et al.,, 2021a) and the
exploration of defects in welds (Chaburkin, 1998) have become the
focus of pipeline managers who have many pipeline inspection
methods (Liu et al, 2021; Ghoni et al., 2014; Anon, 1998;
Atzlesberger and Zagar, 2010; Coelho et al., 2018). Such as metal
magnetic memory detection (Liu et al., 2021), eddy current detec-
tion (Ghoni et al., 2014), magnetic flux leakage (MFL) detection
(Anon, 1998; Atzlesberger and Zagar, 2010; Coelho et al., 2018) and
so on. MFL detection is a method to characterize pipe defects under
saturated magnetic field by using the magnetic leakage intensity,
which will be subject to fluctuations because of the equipment and
environmental interference. As a result, it is essential to deal with
the data of pipeline magnetic leakage intensity (Mukherjee et al.,
2012), which provides a basis for the reliability analysis (Gu et al.,
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2022) of pipelines. So, it is especially important to identify the
characteristics of pipeline leakage signals.

Up to now, the magnetic signals of pipeline defects are divided
into one-dimensional time series signals and image signals. Facing
the image signal, Chen et al. (2014) and Prof. Yang (Yang et al,,
2019a, 2019b) used a machine learning method to identify defec-
tive images. Huang et al. (2021) used the DEE method only for the
crack images. Liu et al. (2020b) used the GCC-PHAT method for the
water pipe defect localization. While the general sampling is ob-
tained as a time series signal, wavelet denoising (WTD) and
empirical modal denoising (EMD) are used to solve this signal
interference problem. Han and Que (2006), Jachson et al. (2014)
and Ghazali and Samta (2019) all used WTD method to achieve
signal noise reduction processing and to improve the signal to noise
ratio. Furthermore, in order to avoid the difficult problem of
wavelet function selection, Cai (2006) and Chen et al. (2008) used
EMD algorithm to effectively suppress the noise in the pipeline
magnetic signal and to improve the robustness of the signal. Un-
fortunately, EMD algorithm is deficient in modal mixing and
endpoint effects, which will affect the denoising ability of sampled
signals. Variational modal decomposition (VMD) algorithm fills this
gap, which is proposed by Pro. Dragomiretskiy in 2014
(Dragomiretskiy and Zosso, 2014) to filter adaptively the noisy
signals. It is mainly applied to the signal denoising problem of
rotating device defect detection. Just like, Wang, An and Pan, Lian, Li
and others have adopted VMD algorithm to solve the bearing, gear
and another dynamic equipment signal of interference problems.
Wang et al. (2015) verified the superiority of VMD algorithm by
comparing four signal processing methods of gas turbine vibration
signals, including VMD, EWT, EEMD and EMD. An and Pan (2017)
proposed the component information after VMD decomposition
of wind turbine bearing vibration signals with permutation entropy
as the index and then used the nearest neighbor algorithm to
identify bearing faults. Lian et al. (2018) and Li et al. (2019) com-
bined with other algorithms to solve the adaptive problem of VMD
algorithm, overcome the excessive decomposition of the signal, and
effectively identify the vibration source in the measured signal.
While we face the problem of pipeline static equipment interfer-
ence, Lu et al. (2021), Wang et al. (2022) and Zhou et al. (2022) have
improved the signal-to-noise ratio of the detected acoustic signals
with the help of VMD algorithm and verified the effectiveness of
the method. Unlike the acoustic signal, the magnetic signal is a low
frequency sensitive signal. When using VMD algorithm to process
magnetic signals, the reconstructed signal processing has the
problem of frequency domain aliasing.

In order to overcome the above problems, this paper proposes a
pipeline defect feature extraction method based on variational
modal decomposition-optimal singular value decomposition
(VMD-0SVD). The method improves the signal-to-noise ratio (SNR)
of defective magnetic signals and characterizes the pipeline of
defective magnetic signals. The main work of this paper is as fol-
lows: first, the sampled magnetic signal is decomposed by VMD,
and the optimal variational mode is selected according to the rate of
relative change (VMK) of Shannon entropy (SE) to reconstruct the
signal. Then, the reconstructed signal is filtered again by using the
SVD algorithm, and the H-matrix is optimized with the phase-space
matrix to enhance SNR and decrease the frequency domain aliasing
to characterize the frequency domain features of the defect. The
results show that the proposed method has better denoising ability
for defective magnetic signals, having all raised the SNR, and
obtaining characteristics of different pipeline defects in the fre-
quency domain. In a word, it provides an engineering reference
value for data feature extraction in pipeline inspection engineering.
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2. Signal feature extraction theory of VMD-0OSVD algorithm

VMD-0SVD algorithm based on the leakage detection method is
proposed, and the flowchart is shown in Fig. 1. In Fig. 1, the
improved algorithm is introduced in the dashed box. Compared
with the VMD algorithm, it can improve the SNR in the time
domain and characterize different pipeline defects in the frequency
domain. The first step of the process is the input of the signal, in
which the MFL intensity signal sampled from pipeline defects is
input. Next, in the second step, the signal is processed by the VMD
algorithm (Dragomiretskiy and Zosso, 2014), which improves the
adaptive selection problem of the VMD algorithm by the principle
rate of relative change (VMK) of SE (Shannon, 1948; Yol et al., 2018;
Vashishtha and Kumar, 2022), and the optimal order is determined,
as the light orange block in Fig. 1 shows the VMD algorithm by the
principle rate of relative change (VMK) of Shannon entropy.
Further, in the third step, the signal is processed by OSVD algo-
rithm, in which the phase space method (Buzug and Pfister, 1992;
Jiang et al., 2020) is used to improve the H-matrix (Zhao and Ye,
2009; Li et al., 2021; Golafshan and Sanliturk, 2016) in SVD algo-
rithm to avoid the problem of mixing in the signal frequency
domain, as the light blue block in Fig. 1 shows the improvement of
the matrix in SVD algorithm by using the phase space method. And
in the fourth step, the SVD feature components are selected to
reconstruct the signal according to the difference spectrum.
Moreover, in the fifth step, the reconstructed signal is envelope
demodulated. Eventually, in the sixth step, the frequency domain
features of the signal are extracted to characterize the defect fea-
tures, and the output is the spectral features of the sampled signal
in the frequency domain conditions after VMD-OSVD processing.

The theoretical study of the VMD-0OSVD algorithm mainly con-
tains the adaptive selection of the VMD and the optimization
improvement of the SVD, which further improves SNR of the
magnetic signal. Finally, the reconstructed signal is analyzed in
time spectrum. The method improves the frequency domain mix-
ing problem in the VMD algorithm and fills the gap in the field of
frequency domain analysis of pipeline magnetic signals.

2.1. VMD algorithm

VMD technique, proposed by Pro. Dragomiretskiy in 2014
(Dragomiretskiy and Zosso, 2014), is an adaptive modal variational
signal processing method that uses sub-signals with different fre-
quency domains to be superimposed. For detection signals with
interference, the high frequency noise signal is removed through
modal decomposition, and the reasonable sub-signal frequency is
selected to reflect the defect features of the detection signal.

2.1.1. VMD fundamental theory
The VMD analysis method is based on the time domain
decomposition of the signal Hy(t), which is calculated as follows:

min
{um~,wm

{000+ 3/mtyun(eye-er] |
Fim
y (M)
S um = Hp(t)
m=1

In Eq. (1), M is the modal order number (M = 3—7); m is each
IMF component; {un} is the modal component; {&wm} is the central
frequency; 4(t) is Dirac function; {*} is a convolutional operator.

The Lagrange multiplier operator A(t) and penalty factor « are
brought to solve the variational problem. And the frequency
domain updates of estimated {um}, {wm} and A(t) are computed as
follows.
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Fig. 1. Flowchart of VMD-OSVD algorithm.
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Among them, v is the update factor; n is the number of itera-

tions; U™ (w), Uj(w), f(w), A(w) is the result of the Fourier trans-

form, respectively.

2.1.2. Determination of mode for VMD

The VMD method is used to reduce the noise of the pipeline
magnetic signal with different modal components. So, it is neces-
sary to select the most suitable noise reduction order and modal
components. Using Egs. (1)—(4), the parameters of the VMD algo-
rithm are designed to complete the noise reduction process for the
different orders [M = 3, 4, 5, 6, 7]. An index parameter is designed to
select the mode component, namely Shannon entropy (Shannon,
1948), and to calculate the defect information of different compo-
nents under each mode successively, whose expression is:

N

" p(Hp(1))log(p(Hp(t)))

t=1

R(u) (5)

where p (Hy(t)) represents the degree of uncertainty of the pipeline
inspection system; N represents the signal length; u is the total IMF
component per mode. The index of SE is often used in the field of
pipeline safety. The larger the SE value, the more white noise in the
signal. Or vice versa. Hence, SE value can be used to characterize the
noise-denoising effect and extract the best VMD filtering output.
The SE value is the basis for determining the mode of the VMD.
On this basis, an objective algorithm, which is named VMK, is
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proposed for the adaptive selection of the variational mode. Where
the expression of VMK equation is calculated as follows:

m—1

VMK — R0 — R+ 1)

6
Ru+1) (6)
In Eq. (6), VMK, is calculated to obtain the best mode. When the
VMK, is minimum, the My is the best VMD mode. Therefore, the
principle rate of relative change (VMK) of SE is used to determine
the optimal mode component, so as to obtain pure signals easily.

2.2. OSVD algorithm

The VMD algorithm completes the noise reduction process for
the sampled signal. The time-frequency domain characteristics of
the optimal mode My are analyzed, and it is found that the fre-
quency domain part of the signal overlapped. To solve this problem,
the OSVD method is proposed for the secondary processing of the
magnetic signal to improve SNR of the signal, and to modify the
signal frequency-domain aliasing problem, and establish the fre-
quency spectrum to discriminate the defect characteristics.

2.2.1. SVD fundamental theory

There is a set of signals Hp (t) = [Hp(1), Hp(2), ..., Hp(N)] that have
been processed by VMD. Then, it can be reconstructed by filtering of
the OSVD. The Hankel matrix of the signal in the OSVD can be
established based on the signal reconstruction theory (Kalman,
1996; Wang, 2015c; Golafshan and Sanliturk, 2016). The theory
also solves the problem of fracture density and orientation in pe-
troleum geology (Li et al., 2021b). And this matrix H (Zhao and Ye,
2009; Liu et al., 2015c; Golafshan and Sanliturk, 2016) is as follows:

Hp(1)  Hp(2) Hp(q)
oo Hp(2)  Hp(3) Hp(q+1)
Hy(p) Hp(p+1) Hp(N) (7)

1<q<p<N,p+q—-1=N

In which, Matrix H reveals the abrupt dynamic characteristics of
the noisy signal by reconstructing the eigenvalues of the suborbital
matrix. The signal can therefore be characterized as H =D + W.
Where matrix D denotes the smooth signal. Matrix W represents
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the noisy signal.

Then, the matrix H is decomposed by selecting valid singular o(t) =S(t) +jh(S(t)] (13)
values. And the decomposition of the Hankel matrix can be ob-
tained as follows. BI(t) = /S2(t) + h2[S(t)] (14)
H=UcVT =v [Z 0] VT where h[S(t)] is the Hilbert signal of reconstructed signal within
{ 0 0 (8) two of time intervals 7. o(t) is the analytic signal of reconstructed
T T signal S(t) and Hilbert signal h[S(t)]. BI(t) is the envelope signal after
UxU =1, VxV' =1 taking the mode of the analytic signal o(t).
In Eq. (8), U is matrix of entries of g x q. V' is matrix of entries of
p x p. And G is a diagonal matrix of ¢ x p, the main diagonal ele- 2.2.3. Reconstruction of optimal H-matrix based on phase space
ments are ¢ = n— p+ 1, namely: method
) Constructing H-matrix is the core problem of SVD algorithm.
Z _ {dlag(m 102,77, 07) ,7=min(q, p) (9) The variation of matrix dimension affects the accuracy of quadratic
0 denoising. To improve the H-matrix of SVD algorithm, the phase

space matrix (Buzug and Pfister, 1992; Jiang et al., 2020) is proposed

where " = diag(oq, 03, -+, 07) are the singular values of matrix H, in this paper. Therefore, the H'-matrix is first established as

and whose elements on the diagonal are arranged in descending
order, just like ¢; > g5 > --- > o7, then 7 is the rank of the attractor H :f(Hp(t)) =Hy(t +¥)
orbit matrix. (15)
= (Hp(t),Hp(t .., Hp(t -1
Next, selecting component signals is the key to separating noise. (Hp(0), 1p (< ;:p)t N ( f (_ T)pr W),
The concept of singular value difference spectrum is introduced to - =

select component signals. The calculation formula is as follows: where y is the embedding dimension and  is the delay time. The

appropriate phase space matrix H' is obtained by adjusting the
Ze=0k = O k=1,2,....0 -1 (10) diﬁly I?ime arrl)d embepdding dimension. v s

In which, the difference spectrum is the sequence formed by z =
(21,23, +*,2¢4-1), which reflects the variation trend of two adjacent
singular values. If the singular value decreases greatly at the serial
number k, a peak value will appear in the difference spectrum, and
there must be the maximum peak zx among many peaks. However,
the singular value serial number k is the maximum mutation point,
which is also the demarcation point between pure signal and noise
signal. So, only the first k components are selected for super-
position, which can reduce noise interference and achieve the
purpose of noise reduction and feature extraction.

3. Pipeline MFL signal processing and analysis

Based on the magnetic dipole model, the mathematical model of
MFL detection in pipeline is established to verify the effectiveness
of the pipeline defect feature identification method. Taking the
rectangular defect as an example, it is assumed that the rectangular
defect has a width of 2a, and the depth d. The magnetic charge
density on the two sides of the defect is a5, with equal magnitude
and opposite sign. There is no magnetic charge distribution at the
defect mouth and other parts. The pipeline defect of MFL signal is
2.2.2. Frequency domain characteristics of reconstructed signals obtained from Eq. (16).

Hp(x) = 20s- [arctan< d(zx ) > _ arctan< d(zx —a) >
x+a)”+yQy+d) x—a? 1y +d)

(16)
[(era)2 + (y+d2)] x {(xfa)z +y2}
Hp(y) = 0s-In 2 > 2 >
(k= a?+ (y+d?) | x [x-a? +)?]

According to the difference spectrum, singular eigenvalues are In which, Hy(x) and Hp(y) are the axial component and radial
selected to reconstruct signal S(t). Then, the reconstructed envelope component of the pipe leakage detection respectively; (x, y) is the
spectrum is used for the reconstructed characterization, the coordinates of the probe; g5 is the surface density of magnetic
expression of which is charge, and its calculation formula:

T o7 _265  f+l .
S(t):UZV :(u1alv1+u202v2) (11) JS_WX@ a (17)
ko \2a
4o where Hy is the strength of the application of the magnetic field. So,
h[S(t)] :1 J s( Tl d?:S(t)*l (12) the above mathematical Eqs. (16) and (17) are edited through the
t— 7 it Matlab platform, and the given values of its parameters are shown
- in Table 1:

Therefore, according to Table 1, the parameters of mathematical
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Table 1
Reference table for parameter values.

Parameter Symbol Parameter values
Mileage X [-0.1,0.1] m
Probe lift off value y 0.001 m

The width of the defect a [0.002, 0.016] m
The depth of the defect d [0, 0.006] m
Vacuum permeability o A x 1077
Sample interval in depth A4 0.0001 m
Sample interval in length A, 0.0002 m

model simulation are designed. While keeping the lift value
parameter unchanged, the defect size is changed, which includes
the research process of changing the defect depth d and width a.
The results are shown in figure Fig. 2. Fig. 2(a) shows the variation
of magnetic field strength of the defect depth d, in which the ab-
scissa represents the mileage and the ordinate represents the
magnetic leakage field strength. Fig. 2(b) shows the variation of
magnetic leakage field strength with defect width a.

According to Fig. 2, we can find that the magnetic leakage field
strength of the defect changes with the depth d and width a of the
defect. Fig. 2(a) shows that, when the defect width a is unchanged,
only the defect depth d is changed. With the increase of defect
depth d, the strength of axial magnetic field decreases gradually. As
can be seen in Fig. 2(b), with the defect depth d unchanged, the
magnetic field intensity at the defect gradually increases with the
change of the defect width a, and the value of the abscissa corre-
sponding to the peak and valley value of the magnetic field in-
tensity curve increases again.

3.1. Statement of the relative rates of change in VMK,

Any set of data is selected for the argument of the algorithm in
this paper. Therefore, we choose the data set with d = 3 mm in
Fig. 2(a) and add a set of Gaussian noise to complete the algorithm
argument. The data expression at this point is.

2
B=Hy(y) + W (p,(?) (18)
Where p, { is the expectation and variance of the Gaussian distri-
bution, respectively.

The SE of each IMF component is calculated using Eq. (5). And
the VMK for various modes is calculated by Eq. (6). Thus, the

(a) 300
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== |MF7

— VMK,

VMK,

Fig. 3. Calculation results of SE and the rate of relative change (VMK). IMF1 is repre-
sented as the first mode component. IMF2 represents the second mode component.
IMF3 represents the third mode component. IMF4 is the fourth mode component. IMF5
shows the fifth mode component. IMF6 is shown as the sixth mode component. IMF7
is the seventh mode component.

— IMF1
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3.10
3.05
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Mlyeage
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Fig. 4. Different modal components and SE values of the MFL signal. IMF1 is repre-
sented as the first mode component. IMF2 represents the second mode component.
IMF3 represents the third mode component. IMF4 is the fourth mode component. IMF5
shows the fifth mode component. The dark green line shows the entropy result for
each component.

relative rates of change of SE and VMK for various modes are shown
in Fig. 3, in which the abscissa represents modal order number and
the ordinate represents SE and the rate of relative change (VMK).
From Fig. 3, it can be seen that the optimal order of the mode is
determined by VMK, which has the smallest entropy coefficient
and also indicates the low white noise content of the defect leakage

200

(b)

150
100

50

-50

-100

Magnetic leakage intensity, Gs

-150

-200 T T T T
1200 1600

2000
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Fig. 2. Numerical simulation curve of leakage magnetic field of pipeline defects. (a) Variation relationship of magnetic field intensity of pipeline defects under different defect depth
d; (b)variation relationship of magnetic field intensity of pipeline defects under different width a.
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Fig. 5. The frequency domain results of the variational mode with M = 5. Original
signal is represented as the original signal of the pipeline test data sample. IMF1 is
expressed as the first mode component signal after VMD algorithm processing. IMF2 is
denoted as the second mode component signal after VMD algorithm processing. IMF3
is indicated as the third mode component signal after VMD algorithm processing. IMF4
is presented as the fourth mode component signal after VMD algorithm processing.
IMF5 is displayed as the fifth mode component signal after VMD algorithm processing.

magnetic field signal. Therefore, the minimum VMK, = 0.040, and
the corresponding optimal number of modal components is My = 5.
Further, the modal component of each order of the VMD optimal
mode of Mg = 5 is output, as follows in Fig. 4. The horizontal co-
ordinate is mileage. And Hy, is magnetic leakage intensity. IMF is the
modal component of each order of the VMD optimal mode.

According to the minimum SE in Fig. 4, the high information
degree of the pipeline leakage field is IMF5, which R(u =5) = 3.04.
In this way, it is chosen as the original signal for OSVD secondary
noise reduction. Meanwhile, the output frequency response results
corresponding to the time domain features of different components
are shown in Fig. 5.

According to Fig. 5, it is easy to see that aliasing occurs in the
frequency domain. In order to avoid overlapping phenomena in
frequency domain, OSVD reconstruction is applied to the data to
alleviate this problem.

3.2. Demonstrating the effectiveness of the OSVD method

To demonstrate the effectiveness of the OSVD method, the H-
matrix of the method is firstly established. The H'-matrix of OSVD is
established by the phase space matrix. Secondly, OSVD secondary
denoising is utilized to complete signal feature extraction, time-
domain reconstruction, frequency domain analysis, and so on,
avoiding the problem of frequency-domain aliasing. Finally, the
eigenvalue of the signal is employed as the signal identification
scalar to distinguish the signal.

Table 2
Phase space parameter crossover experimental index results.

Petroleum Science 20 (2023) 1200—1216

3.2.1. Phase space construction

During the construction, phase space structure is mainly
applied. There are two general choices for the delay time, which are
linear autocorrelation and parallel mutual information. We have
finished performing operations on both. An optimal matrix con-
struction result is chosen according to the SE and SNR. For
embedding dimension determination, there are three methods to
determine the embedding size containing the geometric invariance
method, the pseudo-nearest point method, and the modified
method of the pseudo-nearest point method. The best-constructed
matrix is obtained by crossover experiments with results in Table 2.

In this work, the SNR and SE are used to select the best con-
structed H-matrix. With the principle of maximum SNR and min-
imum SE, the most suitable H'-matrix can be obtained from Table 2.
The chosen H'-matrix is the dimension m of the phase matrix ob-
tained by Liapunov and the time y of the phase matrix gained by
autocorrelation, whose SNR is 10.5498 and SE is 2.9922. H'-matrix
is optimized by phase space matrix as shown in Fig. 6, which it
represents expanding the dimension of H'- matrix.

According to the results of the phase space matrix in Fig. 6, one-
dimensional data can be constructed into multidimensional data
through phase space matrix, and the best is three-dimensional
data, whose matrix is [3 x 187]. Plotting the curve shows that the
best representation of the signal is the signal changes in a similar
pattern to the one-dimensional data, but the signal is still mixed
with some disturbances. At the same time, in the frequency domain
feature extraction process, there is still the aforementioned prob-
lem of frequency-domain aliasing. Therefore, OSVD secondary
denoising of the signal is crucial.

3.2.2. Frequency domain characteristics of reconstructed signals
The phase space matrix is exploited to construct H’-matrix, and
then the eigenvector extraction of the OSVD and the subsequent
time-frequency domain spectrum analysis are completed. The rank
order of singular decomposition is vital. The difference spectrum of
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—— Order3: [1x187]

y[3x187]
[1x200]

W -l W T

!

Wi "'\"}J‘l i

!

Fig. 6. H'-matrix in phase space construction. The dashed line represents the recon-
structed signal of VMD, and the scale is [1 x 200]. The blue line indicates the signal of
the first order after the phase space matrix up-dimensioning, and the scale is [1 x 187].
The red line represents denotes the signal of the second order after the phase space
matrix up-dimensioning, and the scale is [1 x 187]. The black line represents the third
order after the phase space matrix up-dimensioning, and the scale is [1 x 187].
Therefore, these three lines form the new H’-matrix after dimensionality
enhancement.

Indicators Autocorrelation

Mutual information

Lyapunov to get

The cao function retrieves Correlation dimension to

Lyapunov to get

The cao function retrieves Correlation dimension to

dimensions the dimension obtain the dimension dimensions the dimension obtain the dimension
SNR 10.5498 6.7332 10.1565 5.6229 8.0462 5.9872
SE 2.9922 2.9847 2.9909 2.9704 2.9603 2.9702
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the singular value eigenvalues is calculated according to Eq. (10).
The effective reconstruction order is determined using the one-
sided fluctuation principle and the one-sided maximum value
principle, so the effective order results are shown in Fig. 7.

As shown in Fig. 7(a), the differential spectral order of k = 2 is
determined using the one-sided fluctuation principle. The differ-
ential spectral order of k = 4 is identified using the one-sided
fluctuation principle, as shown in Fig. 7(b). Further, OSVD recon-
struction is carried out on the signals on the basis of the effective
rank order. The reconstruction results are shown in Fig. 8.
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Fig. 9. Change value of index coefficient after signal reconstruction. Blue block is the
SNR result, red block is the Shannon entropy result.
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As can be seen from Fig. 8(a), after signal reconstruction, the
waveform shape of the signal is similar to that of the original signal,
but the amplitude of the signal is too small, which filters out the
amplitude modulation characteristics of the original signal,
resulting in the reduction of over-noise.

And Fig. 8(b) shows that the waveform shape is consistent with
the trend of the original signal, and the amplitude of the signal is
similar. Intuitively, the noise reduction effect is satisfactory.
Therefore, the signal reconstructed by the differential spectrum
method and unilateral maximum value method is selected for in-
dex analysis, as shown in Fig. 9.

It can be seen from the SNR and SE from Fig. 9 that the signal
reconstructed by differential unilateral maximum method im-
proves the SNR, and SNR = 10.70. Meanwhile, the SE is within the
error tolerance, and the variation difference is almost negligible. So,
the feasibility of this method and the effectiveness of the recon-
structed signal are again demonstrated. Compared with the original
signal, the SNR is improved by 1.40% and the SE is slightly lost by
0.20%.

In addition, the frequency domain curve and envelope spectrum
curve of the reconstructed signal are analyzed as shown in Fig. 10. It
can be seen that the waveform does not appear spectrum aliasing
phenomenon in the signal frequency domain. Simultaneously,
multiple frequency domain peaks appear around f3 = 613 Hz in FFT
frequency domain, which can represent the characteristics of the
original signal. And multiple frequency peaks appear at frequency
f1 = 25 Hz in the envelope spectrum of the reconstructed signal,
which lays a foundation for time-spectrum analysis of signals.
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Fig. 11. Pipeline defect magnetic flux leakage laboratory test platform.

In summary, the VMD-0SVD algorithm is used to improve the
SNR of time-domain signals while solving the mixing problem of
the frequency domain signal in this article. Thus, the algorithm
compensates for the characteristic characterization of the magnetic
signal in the frequency domain.

4. Experiment analysis

Based on the above research, a dual-axis MFL detection device is
designed in the laboratory, which is shown in Fig. 11. It is a real-time
internal detection device with a scanning speed of 6 m/s. It includes
a data acquisition unit, scanning unit, power supply, data acquisi-
tion card, upper computer acquisition interface, A/D converter,
probes and pipe. In this case, the individual probes use Hall ele-
ments type SS49E and are placed perpendicular to each other to
detect leakage magnetic fields in different axes. The power supply
is 1600 W. The data acquisition card has a maximum of 18 channels
and a maximum sampling frequency of 450 kHz. When a pipe is
detected, one probe is arranged circumferentially to complete the
pipe detection and move in the axial direction. The probes collect a
one-dimensional time-series signal.

4.1. Time-frequency domain analysis of sampled signals

In the laboratory, we tested five samples of data, including pipe
in the normal, ring weld, pits, spiral weld corrosion, and transverse
mechanical cracking. Each test sample is completed through 72
channels, respectively. And the data results are shown in Fig. 12.

According to Fig. 12, the signal is messy in the time domain with
a large noise. The signals are almost identical in the frequency
domain with f = 1 Hz, which is difficult to distinguish. Therefore,

1207

MFL signals of pipeline defects need to be denoised in the time
domain and reduced aliasing in the frequency domain. Firstly, VMD
algorithm is used for signal denoising. Further, according to the
formula of SE index parameters in Eq. (5), the optimal VMD
denoising mode as My is determined. So, the results are shown in
Fig. 13.

As can be seen from Fig. 13, the SEs in each IMF component of
different denoising mode of the VMD algorithm are calculated for
these five defect samples. According to the principle of minimum
VMK, the best denoising mode My is selected for the five different
defect samples, as shown in the curves for the different defect
samples in Fig. 13. Therefore, in Fig. 13(a) of the normal signal, it is
found that My = 4 is best denoising mode. From Fig. 13(b), we know
that My = 7 is best denoising mode in the girth weld. Via Fig. 13(c),
My = 6 is the optimal denoising mode for corrosion at spiral weld.
After Fig. 13(d), the optimal denoising mode for transverse me-
chanical scratches is the same as for spiral welds with My = 6.
According to Fig. 13(e), we know that My = 6 is best denoising mode
in the dent.

Further, we need to investigate the optimal components for
different denoising orders for different defects. The choice of the
optimal composition is based on the calculation of SE in Eq. (5).
Taking the minimum entropy as the selection principle, the best
component is selected on merit. The time-domain characteristics of
different components and SE are shown in Fig. 14.

Fig. 14 shows the different IMF components and the corre-
sponding SE values for the optimal mode of five defects. According
to the principle of minimum SE, the optimal IMF components is
selected. In Fig. 14(a), the minimum SE value of the normal signal
corresponds to the component IMF1 with the SE value of R,(u = 1)
= 2.86, so this component can be used as the original signal for the
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Fig. 12. Time-frequency domain curve characteristics of acquired signal for pipeline defect detection. (a-1) is the time domain curve characteristics of an acquired signal under the
normal state of the pipeline. (a-2) is the frequency domain curve characteristics of the acquired signal for the normal pipeline. (b-1) is the time domain curve characteristics of the
acquired signal under girth-welding position. (b-2) is the frequency domain curve characteristics of the acquired signal for girth-welding position. (c-1) is the time domain curve
characteristics of the acquired signal under corrosion at spiral welding position. (c-2) is the frequency domain curve characteristics of acquired signal for corrosion at spiral welding
position. (d-1) is the time domain curve characteristics of the acquired signal under transverse mechanical scratches. (d-2) is the frequency domain curve characteristics of the
acquired signal for transverse mechanical scratches. (e—1) is the time domain curve characteristics of the acquired signal under dent. (e-2) is the frequency domain curve

characteristics of acquired signal for dent.

secondary noise reduction. Similarly, via Fig. 14(b), the optimal
component of girth-welding position denoising is IMF3 with the SE
value Rq(u = 3) = 2.36; By Fig. 14(c), the best component of the
corrosion at spiral welding position denoising is IMF6 with the SE
value Rs(u = 6) = 2.24; It is found that the best component of
transverse mechanical scratches denoising is IMF4 with the SE
value Ri(u=4) =2.02 in Fig. 14(d); It is known that the optimal
component of dent is IMF3 with the SE value R;(u= 3) = 2.55 in
Fig. 14(e).

The optimal modal component is selected by the minimum SE
value, and the signal component is further characterized in the
frequency domain to observe whether there is the spectrum ali-
asing problem. Then, the results are shown in Fig. 15.

According to the frequency domain characteristics of different
components of the optimal modal order in Fig. 15, it can be seen
that there is no aliasing phenomenon in the frequency domain
except IMF (u = 1) component, and aliasing problem exists in other
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mode components IMF(u) to a certain extent. Therefore, the fre-
quency domain feature extraction of the five defects cannot be
completed. The frequency domain confusion is not conducive to
analyzing the frequency domain characteristics of the signal, and
the extraction of the frequency domain representations of different
defects cannot be completed. In order to solve the above frequency
domain overlap problem, OSVD secondary denoising of the signal is
needed to further complete the frequency domain characterization
of different types of pipe defects.

4.2. Frequency domain characterization of OSVD

From Fig. 15, there is an aliasing problem in the frequency
domain of different defects, so it is necessary to perform
enhanced time domain denoising for different signals. According
to the optimal value selection results of the optimal components
in Fig. 14, modal components with different defects are selected
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Fig. 13. Calculation results of SE and the rate of relative change (VMK) for five defects. IMF1 is represented as the first mode component. IMF2 represents the second mode
component. IMF3 represents the third mode component. IMF4 is the fourth mode component. IMF5 shows the fifth mode component. IMF6 is shown as the sixth mode component.
IMF?7 is the seventh mode component. Red line is the rate of relative change (VMK). (a) Calculation results of SE and VMK in normal state of pipeline. (b) Calculation results of SE and
VMK under girth-welding position. (c) Calculation results of SE and VMK under corrosion at spiral welding position. (d) Calculation results of SE and VMK under transverse

mechanical scratches. (e) Calculation results of SE and VMK under dent.

to complete OSVD secondary denoising of signals. Firstly, refer-
ring to the phase space combination model in Table 2, the
optimal component completes the construction of the phase
space H’-matrix. Then, the constructed H’-matrix is used to
perform secondary denoising of OSVD. Finally, the envelope
spectrum and FFT frequency domain of denoised signals after
reconstruction are analyzed to complete the characterization of
different defects in the frequency domain.

4.2.1. Construction of phase space H'-matrix

According to Eq. (15), the phase space matrices of different
defect signals are obtained to complete the construction of the H'-
matrix of OSVD. The result is shown below in Fig. 16.

It can be seen from Fig. 16 that the signal of the improved H’-
matrix is similar to the original signal. To a certain extent, the time-
domain characteristics of the best component signal IMF are
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expressed, which lays the foundation for the signal to complete the
feature vector extraction for OSVD and the subsequent time-
frequency domain analysis.

4.2.2. OSVD reconstruction

The constructed H-matrix is subjected to OSVD reconstruction
and feature extraction in frequency domain. The waveform shape of
the signal reconstructed by OSVD is consistent with the trend of the
H’-matrix signal, and the amplitudes are comparable, which shows
a good noise reduction effect intuitively. The reconstructed curves
are shown in Fig. 17.

By comparing Figs. 16 and 17, it can be seen that the amplitude
and variation rule of the signal is not changed before and after
OSVD algorithm processing. Meanwhile, by comparing the SNR and
SE index coefficient, it can be seen that the processed signal is
better, the noise in the signal is small, and the curve is smooth.
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Fig. 14. Different modal components and entropy values for five defects. IMF1 is represented as the first mode component. IMF2 represents the second mode component. IMF3
represents the third mode component. IMF4 is the fourth mode component. IMF5 shows the fifth mode component. IMF6 is shown as the sixth mode component. IMF7 is the
seventh mode component. The dark green line shows the entropy result for each component. (a) Different modal components and entropy values for normal; (b) Different modal
components and entropy values for the girth-welding position; (c) Different modal components and entropy values for corrosion at spiral welding position; (d) Different modal
components and entropy values for transverse mechanical scratches; (e) Different modal components and entropy values for dent.

By comparing the index coefficients from Fig. 18, it shows that
the signal before and after reconstruction not only improves the
SNR, but also reduces the SE. For the normal in Fig. 18(a), the SNR
increases by 21.01%, and the SE decreases by 1.39%; The position
signal of ring welding reconstructed from Fig. 18(b) shows the SNR
is from 18.58 to 24.46 and the SE is from 2.39 to 2.42, with a slight
increase of 1.24% in the SE; For the signal for corrosion at spiral
welding position in Fig. 18(c), the SNR is raised by 0.96%; Via Fig.
18(d), the SNR of the transverse mechanical scratches signal
reconstructed is from 11.40 to 16.80 and the SE is from 2.06 to 1.99;
From Fig. 18(e), the SNR of reconstructed dent signal is enhanced by
20.91%, and the SE is declined by 0.39%.

4.2.3. Frequency domain characterization

Based on the parameter of the index coefficient, the denoising
advantage after signal reconstruction is demonstrated. The recon-
structed signal can better characterize the frequency domain
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characteristics of different defect types and can visually charac-
terize different defects, which is a new method to characterize
pipeline defects. Therefore, the frequency domain analysis results
of the reconstructed signal are shown in Fig. 19.

Ascanbe seen from Fig. 19, the frequency domain results of the five
defects can visually identify the features of different defects, solving
the problem of frequency-domain mixing in Fig. 12. It becomes a new
method for extracting MFL signals. Fig. 19 (a) shows that it is difficult
to extract the FFT frequency domain characteristics of normal signals
with f1=1Hz,and in the envelope spectrum, the frequency of normal
signals with f; = 25.39 Hz that shows the decaying trend.

From Fig. 19 (b), it can be seen that the features in frequency
domain of the girth-welding position can be characterized by the
peak and sub-peak with the FFT frequency values of f3 = 51.19 Hz
and f, = 25.39 Hz, respectively. And the sub-peak appears to the
left of the peak. At the same time, the corresponding envelope
spectrum tends to decay after f; = 25.8 Hz.
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Fig. 15. Frequency domain characteristics of different modal components of five defects. IMF1 is represented as the frequency domain characteristic signal of the first mode
component. IMF2 represents the frequency domain characteristic signal of the second mode component. IMF3 represents the frequency domain characteristic signal of the third
mode component. IMF4 is the frequency domain characteristic signal of the fourth mode component. IMF5 shows the frequency domain characteristic signal of the fifth mode
component. IMF6 is shown as the frequency domain characteristic signal of the sixth mode component. IMF7 is the frequency domain characteristic signal displayed as the seventh
mode component. (a) Frequency domain characteristics of different modal components for normal. (b) Frequency domain characteristics of different modal components for girth-
welding position. (c¢) Frequency domain characteristics of different modal components for corrosion at spiral welding position. (d) Frequency domain characteristics of different
modal components for transverse mechanical scratches. (e) Frequency domain characteristics of different modal components for dent.
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Fig. 16. Phase space H'-matrix for five defects. The blue line indicates the signal of the first order after the phase space matrix up-dimensioning, and the scale is [1 x 187]. The red
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mechanical scratches; (e) Phase space H'-matrix for dent.

In the same way, the corrosion defect of the corrosion at spiral
welding position is characterized in Fig. 19 (c¢), with the corre-
sponding sub-peak and peak FFT frequency occurring at
f4=128.17 Hz and f3 = 153.57 Hz, respectively. And the sub-peak
appears to the right of the peak. However, at f7 = 390.48 Hz, a
second peak appears in the FFT frequency domain. There are also
two peaks in the corresponding envelope spectrum, located at
f1 =25.39 Hz and f; = 262.5 Hz, respectively.

As can be seen in Fig. 19 (d), the frequency domain profile of the
transverse mechanical scratches increases and then decreases, with
a maximum at the peak f5 = 102.38 Hz, which in turn can be used to
characterize it. And the frequency domain curve of the envelope
spectrum changes in the same trend, with maximum peak at
f> = 25.39 Hz and then followed by decreasing trend thereafter.

The dent is characterized by the corresponding frequency
domain features as shown in Fig. 19 (e), which gradually decreases
in the frequency domain spectrum past f, = 25.40 Hz, and the
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influence of the sub-peak is small. In the envelope spectrum, the
maximum frequency is fo = 25.7 Hz, which is consistent with the
change of the frequency domain curve.

In short, the five kinds of defects are almost different peak fre-
quencies in the frequency domain spectrum. However, when the
girth-welding position and corrosion at spiral welding position are
represented in the envelope spectrum, the peak value in the fre-
quency domain is similar, so the sub-peak can be used for sec-
ondary representation to avoid the problem of unclear
representation. Unlike the time-domain characterization of the
magnetic signal of the pipeline defect, Peng and Kercel (Kercel et al.,
2003; Peng et al., 2020) is mainly based on the waveform variation
characteristics of the time-domain signal characterization, the
waveform similarity cannot be distinguished and the secondary
hazard caused by the defect cannot be assessed. Therefore, the
characterization of pipeline frequency domain curves, making up
for the lack of time-frequency domain signals, is a new defect
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Fig. 17. OSVD reconstructed time-domain signal of the five defects. The blue line represents the first order signal in the time domain, and the scale is [1 x 200]. The red line
indicates the second-order signal in the time domain, and the scale is [1 x 200]. The black line represents the third-order signal in the time domain, and the scale is [1 x 200]. (a)
Reconstructed time domain signal for normal; (b) Reconstructed time domain signal for girth-welding position; (c) Reconstructed time domain signal for corrosion at spiral welding
position; (d) Reconstructed time domain signal for transverse mechanical scratches; (e) Reconstructed time domain signal for dent.

characterization method to provide application value for pipeline
safety, which also demonstrates the effectiveness of the pipeline
defect signal characterization method proposed in this paper.

5. Conclusion

The magnetic signals of pipeline defects mainly show time-
domain characteristics and their signal curves change in similar
forms, so it is difficult to distinguish. In addition, there are fewer
methods to characterize them in the frequency domain. Conse-
quently, it aggravates the difficulty factor of pipeline signal char-
acterization in time-frequency domain. In this paper, a new method
based on VMD-OSVD is proposed to characterize the magnetic
signals of pipeline defects in time-frequency domain. In the time
domain, the SNR of the defect magnetic signal is improved. In the
frequency domain, the frequency response represents different
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characteristics of pipeline defects. All in all, it lays the foundation
for pipeline safety engineering.

(1) Aiming at the problem of difficult identification of pipeline
defect signals, VMD denoising is used for modal decompo-
sition processing, and the principle of minimizing the rela-
tive rate of change (VMK) of SE is proposed to select the
variational mode My, so the signal is reconstructed.
Furthermore, the OSVD algorithm is put forward to recon-
struct the defect signal. The phase space matrix is modified
to improve the H'-matrix of SVD model to reconstruct the
defect signal and effectively characterize the type of pipeline
defect in the frequency domain.

(2) The VMD-OSVD method improves the SNR in the time
domain. The MFL signals of the five kinds of pipeline defects
include normal, girth-welding position, corrosion at spiral
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Fig. 18. Index coefficients of the five defects after signal reconstruction. Blue is the SNR result, red is the Shannon entropy result. (a) SNR and SE for normal; (b) SNR and SE for girth-
welding position; (c) SNR and SE for corrosion at spiral welding position; (d) SNR and SE for transverse mechanical scratches; (e) SNR and SE for dent.

(3

welding position, transverse mechanical scratches, and dent,
whose SNR increased by 21.01%, 24.04%, 0.96%, 32.14%, and
20.91%. The improved method has the best denoising effect
on transverse mechanical scratches, but a poor denoising
effect on spiral welding position.

) In the frequency domain, based on the FFT frequency domain
characterization of the five kinds of pipeline defects by the
VMD-0SVD algorithm, the corresponding frequency re-
sponses are ranked from high to low frequency as follows in
corrosion at spiral welding position > transverse mechanical
scratches > girth-welding position > dent > normal pipe. The
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high-frequency band is spiral weld corrosion with a fre-
quency response of f1 = 153.37 Hz. The low-frequency band
is a normal pipe with a frequency response of f, = 1 Hz. In
this way, it will help future researchers to identify the signals
of different defects.

(4) VMD-0SVD method can improve the SNR in the time

domain, and characterize different pipeline defects in the
frequency domain. Although the data solved so far is limited,
the exploration of multiple defects will not stop. Therefore, it
will play an important role in pipeline safety evaluation.
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Fig. 19. Frequency domain results of five defects. The black line is the spectral envelope processing result, and the red line is the FFT spectrum processing result. (a-1) Spectral
envelope for normal; (a-2) FFT spectrum for normal. (b-1) Spectral envelope for girth-welding position; (b-2) FFT spectrum for girth-welding position. (c-1) Spectral envelope for
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